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Öz

Yapay zeka ve veri analizinde gün geçtikçe daha popüler hale gelen makine öğrenmesi yöntemleri birçok farklı alanda veriden 
öğrenmeyi sağlamaktadır. Sağlık alanında yapılan çalışmalarda bu yöntemler sağlık çalışanlarına ve hekimlere destek 
sunmaktadır. Psikiyatri de bu alanlardan bir tanesidir. Hastalıkların tanı, hastalık seyrinin tahmini veya bir tedaviye verilecek 
yanıtın gözlemlenmesi gibi problemlere makine öğrenmesi yöntemleri destek sağlamaktadır. Bu çalışma kapsamında psikiyatri 
alanında yapılmış olan makine öğrenmesi çalışmaları incelenmiştir. Çalışmanın amacı, makine öğrenmesi yöntemlerinin psikiyatri 
alanında kullanımının araştırılmasıdır. Özellikle elektroensefalografi (EEG) verisi kullanılan araştırmalara odaklanılmıştır. Bu 
amaçla, psikiyatride alanında yapılan makine öğrenmesi ile ilgili olan SCOPUS ve Google Scholar Referencesındaki yayınlar 
incelenmiştir. Literatürdeki genel durumun ortaya konması amacıyla, psikiyatri alanında makine öğrenmesi yöntemlerinden 
yararlanan çalışmalara incelenmiştir. Sonrasında ise daha detaylı bir şekilde psikiyatri alanında makine öğrenmesi ve EEG verisi 
kullanılarak yapılan araştırmalar incelenmiştir. Bu çalışmanın psikiyatride makine öğrenmesi ile ilgili yapılan yayınlar ve özellikle 
EEG verisi kullanılan yayınların derlenmesi açısından araştırmacılara faydalı olabileceği umulmaktadır.

Anahtar sözcükler: Psikiyatri, makine öğrenmesi, psikiyatrik hastalıklar

Abstract

Machine learning methods, which are becoming more and more popular in artificial intelligence and data analysis, provide 
learning from data in many different fields. In the studies conducted in the field of health, these methods support healthcare 
professionals and physicians. Psychiatry is one of these areas. Machine learning methods provide support to problems such as 
diagnosis, prediction of disease course or monitoring response to a treatment. In this study, machine learning studies in the field of 
psychiatry are examined.The aim of the study is to examine the studies of machine learning in the field of psychiatry and especially 
the studies conducted using electroencephalography (EEG) data. Accordingly, studies on machine learning in the field of psychiatry 
in SCOPUS and Google Scholar sources were examined. In order to reveal the general situation in the literature, studies using 
machine learning methods in the field of psychiatry were examined. Afterwards, studies using both machine learning methods 
and EEG data in psychiatry were examined. It is hoped that this study will be useful to researchers in terms of the publications 
about machine learning in psychiatry and especially the publications using EEG data.
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ONE of the considerably popular research and application areas of artificial intelligence 
and its sub-branches i.e. data mining and machine learning methods, is the field of health. 
The implementation of these methods in health studies ensures benefits in terms of early 
diagnosis and prediction of course of diseases, while basically aiming to improve the quality 
of life of people. Kutlu (2010) symbolized the process during which physiological signals 
received from the patient were collected and analyzed, as shown in Figure 1. Accordingly, 
in the first stage, data is collected from the patient who consults a doctor relevant to a 
certain complaint, the obtained data is analyzed and a decision-making process is initiated 
in consequence of this analysis. In the wake of the decision cocluded regarding the diagnosis 
or the course of the disease, the relevant steps are taken and the therapy process is initiated. 
It may be asserted that many concepts related to artificial intelligence, which can be referred 
as technology, models or methods, actually support our decision-making. When machine 
learning methods are mentioned as a sub-branch of artificial intelligence, it is seen that 
these methods are used to create models to support the decisions of doctors at the present 
time and these methods can actually avail in many different aspects ranging from diagnosis 
to treatment of diseases.

Figure 1. Basic elements of a medical care system (Kutlu 2010).

Considering the studies examined within the scope of this particular research study that 
utilized machine learning methods in the field of psychiatry, it was seen that the number of 
patients was not notably high, polycentric data collection was not performed, certain studies 
used solely one single type of data and more than two diseases were not ever addressed at 
the same time. The aim of this study is to examine the machine learning based studies in the 
field of psychiatry and to investigate the studies conducted exclusively using EEG data at the 
same time. The study was compiled by limiting the scope of the literature review conducted to 
form the basis for the doctoral dissertation entitled “Differentiation of Psychiatric Diseases 
by Machine Learning”. Accordingly, machine learning studies in the field of psychiatry in 
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general manner were examined. Therewithal, studies using machine learning methods and 
EEG data in the field of psychiatry, which are furthermore the subject of the thesis, have 
been scrutinized by narrowing the general scope. It is expected and hoped that this study 
will be useful and advantageous to researchers in terms of compiling publications about 
machine learning in psychiatry and exclusively of those publications using EEG data.

Method
The literature review is structured based on two different titles. Accordingly, the deductive 
approach has been adopted. Studies using machine learning methods in psychiatry (n=39) 
and studies using EEG data and machine learning methods in psychiatry (n=21) were 
analyzed. The scope of the studies included and approached in the study is shown in 
Figure 2.

Figure 2. The scope of research included in the study

The resources examined and benefited from within the scope of the study were obtained in 
consequence of different reviews conducted on in Google Scholar and SCOPUS databases. 
Scanning and reviews using the keywords “machine learning” & “computational psychiatry”, 
“machine learning” & “psychiatry”, “machine learning” & “depression”, “machine learning” 
& “anxiety disorder” were realized between October 2019 - November 2019. 60 of the 
obtained studies were included in the study. Afterwards, the sources used by the mentioned 
studies were examined and the scope of the search was expanded. Studies involving EEG 
data, psychiatric diseases and machine learning methods were determined and examined in 
detail according to the specified criteria.

Results
The findings obtained as a result of the literature review are given under two titles in Figure 
2, and the studies examined under the titles are included in the sub-sections of the titles. 
Once the literature is examined, it is seen that machine learning methods are used for studies 
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conducted related to different diseases. Studies conducted with machine learning techniques 
in psychiatry are involved with different diseases, different data types and different analysis 
methods. The studies examined in Table 1 are denominated incidental to the number of data 
and method they used.

Attention deficit and hyperactivity disorder (ADHD)
Mueller et al. (2010) and Öztoprak et al. (2017) used the data and SVM to distinguish 
ADHD patients and healthy individuals from each other. Kuang and He (2014) used the 
deep learning method for comparison of ADHD patients with healthy individuals and 
disease subgroups.

Depression
Nouretdinov et al. (2011) used transductive conformal predictor and SVM in their 
studies for the prediction of diagnostic and prognostic indicators. Suhasini et al. 
(2011) developed a decision support system utilizing SVM, radial basis function neural 
network (RBFNN) and back propagation neural network (BPNN) techniques, for 
detecting depression and anxiety. R. H. Perlis et al. (2012) conducted a study for the 
classification of treatment response to be applied as LJR and NLP for examining the 
long-term effects of depression treatment. Perlis (2013) developed a model based on 
olarak LJR, NB, RF, SVM for estimating the risk of treatment resistance on behalf 
of patients diagnosed with depression. Redlich et al. (2016) used Gaussian process 
classifier and SVM methods in predicting the treatment response to electroconvulsive 
therapy (ECT) treatment during the treatment of depression. Dipnall et al. (2017) used 
self-organized mapping, boosted regression, and multivariate LJR methods to discover 
the patterns underlying depression. Walss-Bass et al. (2018) used the component-wise 
gradient boosting algorithm to determine which inflammatory markers can be used to 
predict the development of depression and anxiety. Zilcha-Mano et al. (2018) used RF 
to predict response to placebo and drug treatment in patients with depression. Hatton 
et al. (2019) conducted a study for the prediction of depression in elderly individuals 
with the extreme gradient boosting and LJR methods. Li et al. (2017) conducted a study 
using Bayesian nonparametric cluster analysis method for the clustering of anxiety and 
depression in cancer patients.

Schizophrenia
Yoon et al. (2012) developed a classification model with LDA in order to differentiate 
schizophrenia patients. Brodersen et al. (2014) utilized supervised and unsupervised 
machine learning methods to separate schizophrenia patients and healthy individuals 
from each other. SVM classification model and Gaussian mixture model clustering 
model has been created. Dowd et al. (2016) utilized the Q-learning algorithm, one 
of the reinforcement learning methods to understand anhedonia and avolition in 
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Table 1. Machine learning in psychiatry

Source Disorder Number of samples Method

1 Mueller et al. (2010) ADHD
148
74 ADHD
74 control

SVM

2 Öztoprak et al. (2017) ADHD
108
70 ADHD
38 healthy

SVM

3 Kuang and He (2014) ADHD
545
450 ADHD
95 healthy

Deep learning

4 Nouretdinov et al. (2011) Depression
38
19 depression
19 healthy

Transductiand conformal predictor, SVM

5 Suhasini et al. (2011) Depression, anxiety 400 ADHD BPNN, RBFNN, SVM

6 R. H. Perlis et al. (2012) Depression 5198 depression LJR, NLP

7 Perlis (2013) Depression - LJR, NB, RF, SVM

8 Redlich et al. (2016) Depression
68
47 depression
21 healthy

Gaussian process classifier, SVM

9 Dipnall et al. (2017) Depression 2123 depression
Self-organised mapping, boosted regression, 
multivariate LJR

10 Walss-Bass et al. (2018) Depression, anxiety 254 depression, anxiety Component-wise gradient boosting

11 Zilcha-Mano et al. (2018) Depression 174 depression RF

12 Hatton et al. (2019) Depression 284 depression Extreme gradient boosting, LJR

13 Li et al. (2017) Depression, anxiety 321 Bayesian nonparametric cluster analysis

14 Yoon et al. (2012) Schizophrenia
102
51 schizophrenia
51 healthy

LDA

15 Brodersen et al. (2014) Schizophrenia
41 schizophrenia
42 healthy

SVM, Gaussian mixture model

16 Dowd et al. (2016) Schizophrenia
38 schizophrenia
37 healthy

Q-learning

17 Cao et al. (2018) Schizophrenia
262
131 schizophrenia
131 healthy

MTL_NET (multi-task learning with network 
structure), MTL_SNET (sparse network 
structure), MTL_L21 (joint feature learning), 
MTL_EN (joint feature learning with elastic net), 
MTL_Trace (low-rank structure), LJR, SVM, RF

18 Viviano et al. (2018) Schizophrenia
188
113 schizophrenia
75 healthy

SVM

19 Barzilay et al. (2019) Schizophrenia 25 schizophrenia SVM

20 Fond et al. (2019) Schizophrenia 549 schizophrenia CART

21 Pinaya et al. (2019)
Schizophrenia, 
autism spectrum 
disorder

263 patient
1113 healthy

Deep autoencoder, SVM
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Table 1. Continued

Source Disorder Number of samples Method

22 Galatzer-Levy et al. (2014) PTSD 957 PTSD
Linear SVM, optimized linear SVM, polynomial 
SVM, RF, AdaBoost, kernel ridge regression, 
Bayesian binary regression

23 Karstoft et al. (2015) PTSD 957 PTSD SVM

24 Papini et al. (2018) PTSD 271 PTSD XGBoost 

25 Mwangi et al. (2016) Bipolar
256
128 bipolar
128 healthy

Relevance vector machine learning algorithm

26 Eugene et al. (2018) Bipolar 120 bipolar DT, RF

27 Perez Arribas et al. (2018)
Bipolar, borderline 
personality

130
48 bipolar
31 borderline personality 
disorder
51 healthy

RF

28 Edgcomb et al. (2019) Bipolar 552 bipolar CART

29 Han et al. (2020) Opioid 41579 opioid ANN, distributed RF, gradient boosting machine

30 Ellis et al. (2019) Opioid
716533
9518 opioid
707015 healthy

RF

31 Zhao and So (2019)
Schizophrenia, 
depression, anxiety

3478 patient
12436 gen

DNN, SVM, RF, gradient boosted machine with 
trees (GBM), LJR (with elastic net regularization)

32 Mellem et al. (2020)
Schizophrenia, 
bipolar, ADHD

272
50 schizophrenia
49 bipolar
43 ADHD
130 healthy

LASSO regression, elastic net regression, RF

33 Sohn et al. (2011) other 335 sample C4,5

34 Qin et al. (2014) other 76 sample LNR

35 Bedi et al. (2015) other
34 sample
5 psychosis
29 non-psychosis

Convex hull classifier

36 Just et al. (2017) other
34
17 suicidal ideators
17 control

Gaussian Naive Bayes

37 Sato et al. (2018) other 622 sample one-class SVM

38 Walsh et al. (2018) other 1470 sample RF, LJR

39 Stamate et al. (2019) other
272
260 psychosis
212 healthy

RF, SVM, Gaussian Processes, LJR, ANN

ANN: Artificial neural network, BPNN: Backpropagation neural networks, CART: Classification and regression tree, DNN: Deep neural network, DT: 
Decision tree, LDA: Linear discriminant analysis, LJR: Logistic regression, LNR: Linear regression, NB: Naive Bayes
NLP: Natural language processing, RBFNN: Radial basis function neural network, RF: Random forest, SVM: Support vector machine
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schizophrenia according to their data. Cao et al. (2018) distinguished schizophrenia 
patients and healthy individuals from each other with machine learning methods using 
gene data. In the study, MTL_NET (multi-task learning with network structure), 
MTL_SNET (sparse network structure), MTL_L21 (joint feature learning), MTL_
EN (joint feature learning with elastic net), MTL_Trace (low-rank structure), LJR, 
SVM and RF algorithms are used. Viviano et al. (2018) applied the SVM method in 
their study aimed at evaluating social cognitive and neurocognitive performance and 
discovering biomarkers in patients with schizophrenia. Barzilay et al. (2019) developed 
a face recognition system for predicting schizophrenia patients and used SVM for 
classification. Fond et al. (2019) used the CART method from decision trees to estimate 
the likelihood of relapse of schizophrenia episodes and the patient’s discontinuation of 
treatment. Pinaya et al. (2019) used the deep autoencoder and SVM method to detect 
brain anomalies in patients diagnosed with schizophrenia and autism spectrum disorder.

Post-traumatic stress disorder (PTSD)
Galatzer-Levy et al. (2014) conducted a study utiling different SVM methods (linear SVM, 
optimized linear SVM, polynomial SVM), RF, AdaBoost, kernel ridge regression, Bayesian 
binary regression methods to predict the chronic PTSD situation that may occur after a 
traumatic event. Karstoft et al. (2015) used SVM to predict PTSD risk. Papini et al. (2018) 
used the XGBoost method for the prediction of PTSD occurence and development.

Bipolar disorder
Mwangi et al. (2016) utilized the relevance vector machine learning algorithm to distinguish 
individuals diagnosed with bipolar disorder from healthy individuals. Eugene et al. (2018) 
used RF and DT methods relying on gene data to predict the response to lithium treatment 
in bipolar patients. Perez Arribas et al. (2018) developed a model with RF for differentiating 
bipolar and borderline personality disorder patients. Edgcomb et al. (2019) developed a 
model using the CART to determine the factors for psychiatric reapplication in individuals 
diagnosed with bipolar disorder and another medical disease at the same time.

Opioid addiction
Han et al. (2020) used ANN, distributed RF, and gradient boosting machine methods to 
predict opiate abuse in adults. Ellis et al. (2019) developed a model using RF to predict 
opiate addiction by analyzing electronic health data.

Mixed (Handling More than one Disease)
Zhao and So (2019), in their study on drugs and medication prescribed in schizophrenia, 
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depression, anxiety disorder utilised DNN, SVM, RF, gradient boosted machine (with trees) 
and LJR (with elastic net regularization) methods. Mellem et al. (2020) conducted their 
study using LASSO regression, elastic net regression, RF methods for patients diagnosed 
with schizophrenia, bipolar disorder and ADHD in order to predict irregular mood, anxiety 
and anhedonia states.

Other disorders
Sohn et al. (2011) used the C4,5 algorithm to predict the side effects of drugs and 
medication used in psychiatry and psychology. Qin et al. (2014) used LNR to predict 
childhood anxiety disorders. Bedi et al. (2015) conducted a study to estimate the psychosis 
risk of individuals by using the convex hull classifier method based on voice and speech 
analysis data. Just et al. (2017) developed a model for evaluating suicide risk using the 
gaussian naive Bayes method. Sato et al. (2018) used brain connectivity data to predict 
one-class SVM psychopathology which is a type of SVM method. Walsh et al. (2018) 
used RF and LJR to predict suicide risk in adults. Stamate et al. (2019) performed a 
study using RF, SVM, Gaussian Processes, LJR, ANN to distinguish between psychosis 
spectrum disorder patients and healthy individuals.

Machine learning in psychiatry and studies conducted based on 
EEG data
At this stage of the literature review, studies conducted using EEG data and machine 
learning methods in the field of psychiatry, which is the subject of this study, were 
examined. Thus, it was made possible to compare the studies in the literature on the basis 
of the disease, data type and methods used. For this purpose, studies in both national 
and international literature were examined. National and international studies conducted 
with machine learning techniques in the field of psychiatry using EEG data are given in  
Table 2.

The concept of machine learning, which nowadays confronts researchers in different 
fields, is one of the sub-branches of artificial intelligence. These methods offer algorithms 
to draw meaningful results from data in research in different fields. Machine learning 
is defined as “calculation methods using experience to improve performance or make 
accurate predictions” (Mohri et al., 2012). Flach (2012) stated that machine learning is 
“about using the right features to create the right models that perform the right tasks”. 
The reason for examining which methods are used in the studies included in this study is 
that different factors affect the performance of machine learning algorithms. Balaban and 
Kartal (2018) state the factors that affect the performance of machine learning methods 
as follows:



Psikiyatride Güncel Yaklaşımlar - Current Approaches in Psychiatry

340 Emre et al. 

•	
Ta

bl
e 

2.
 M

ac
hi

ne
 Le

ar
ni

ng
 in

 P
sy

ch
ia

tr
y 

an
d 

St
ud

ie
s C

on
du

ct
ed

 B
as

ed
 o

n 
EE

G 
Da

ta
.

So
ur

ce
Di

so
rd

er
Da

ta
 se

t s
ou

rce
/e

th
ics

 
co

m
m

itt
ee

 / S
up

po
rti

ng
 

Or
ga

ni
za

tio
n

Da
ta

 
ty

pe
Nu

m
be

r o
f s

am
pl

es
M

et
ho

d
La

ng
ua

ge
/

pr
og

ra
m

Va
lid

at
io

n
Pe

rfo
rm

an
ce

1
Kh

od
ay

ar
i-

Ro
sta

m
ab

ad
 et

 al
. 

(2
01

0a
)

Sc
hiz

op
hr

en
ia

St
. J

os
ep

h’s
 H

os
pit

al,
 

Ce
nt

re
 fo

r M
ou

nt
ain

 H
ea

lth
 

Se
rv

ice
s, 

Ha
m

ilt
on

, O
nt

ar
io

QE
EG

37
 sc

hiz
op

hr
en

ia 
23

 
(R

=
12

, N
R=

11
)

14 (R
=

7, 
NR

=
7)

)

PL
SR

MA
TL

AB
LO

OC
V

sp
ec

ifi
cit

y, 
se

ns
iti

vit
y a

ve
ra

ge
 87

.12
%

se
ns

iti
vit

y 8
3.3

3%
, s

pe
cif

ici
ty

 90
.91

%
sp

ec
ifi

cit
y, 

se
ns

iti
vit

y a
ve

ra
ge

 89
.7%

se
ns

iti
vit

y 8
5.7

%
, s

pe
cif

ici
ty

 93
.75

%
sp

ec
ifi

cit
y, 

se
ns

iti
vit

y a
ve

ra
ge

 85
.7%

se
ns

iti
vit

y 8
5.7

%
, s

pe
cif

ici
ty

 85
.7%

2
Kh

od
ay

ar
i-

Ro
sta

m
ab

ad
 et

 al
. 

(2
01

0b
)

De
pr

es
sio

n
Na

tu
ra

l S
cie

nc
es

 an
d 

En
gin

ee
rin

g R
es

ea
rch

 
Co

un
cil

 of
 Ca

na
da

 (N
SE

RC
)

EE
G

22
 de

pr
es

sio
n 

(R
=

8, 
NR

=
14

)
PL

SR
-

ne
ste

d 1
1-

fo
ld 

cro
ss-

va
lid

at
ion

sp
ec

ifi
cit

y, 
se

ns
iti

vit
y a

ve
ra

ge
 86

.6%
sp

ec
ifi

cit
y 8

5.7
%

se
ns

iti
vit

y 8
7.5

%

3
Kh

od
ay

ar
i-

Ro
sta

m
ab

ad
 et

 al
. 

(2
01

1)
De

pr
es

sio
n

Na
tu

ra
l S

cie
nc

es
 an

d 
En

gin
ee

rin
g R

es
ea

rch
 

Co
un

cil
 of

 Ca
na

da
 (N

SE
RC

), 
Et

he
rd

en
 Fe

llo
ws

hip
 at

 
St

 Jo
se

ph
’s H

ea
lth

ca
re

 
Fo

un
da

tio
n

EE
G

27
 de

pr
es

sio
n 

(R
=

9, 
NR

=
9)

M
ixt

ur
e o

f 
fac

to
r a

na
lys

is 
te

ch
niq

ue
-

lea
ve

-2
-o

ut
 

(L
2O

) c
ro

ss-
va

lid
at

ion

sp
ec

ifi
cit

y, 
se

ns
iti

vit
y a

ve
ra

ge
 80

%
sp

ec
ifi

cit
y 8

3.3
%

se
ns

iti
vit

y 7
7%

4
Ah

m
ad

lou
 et

 al
. 

(2
01

2)
AD

HD
At

ieh
 Co

m
pr

eh
en

siv
e 

Ce
nt

er
 fo

r P
sy

ch
 an

d N
er

ve
 

Di
so

rd
er

s, T
ah

ra
n,

 Ir
an

EE
G

30
 AD

HD
(1

5 p
os

iti
ve

 re
sp

on
se

, 
15

 ne
ga

tiv
e r

es
po

ns
e)

LD
A

-
(%

60
 tr

ain
 

%
40

 te
st)

 
* 1

00

ac
cu

ra
cy

 84
.2%

sp
ec

ifi
cit

y 8
0.6

%
se

ns
iti

vit
y 8

8%

5
Ho

sse
ini

far
d e

t a
l. 

(2
01

3)
De

pr
es

sio
n

Ps
yc

hia
try

 Ce
nt

re
 At

ieh
, 

Te
hr

an
, Ir

an
EE

G
90 45

 de
pr

es
sio

n 
45

 he
alt

hy
KN

N,
 LD

A,
 LJ

R
MA

TL
AB

2/
3 t

ra
in

1/
3 t

es
t

ac
cu

ra
cy

 73
.3%

 (K
NN

)
ac

cu
ra

cy
 76

.6%
 (L

DA
)

ac
cu

ra
cy

 76
.6%

 (L
JR

)

6
Kh

od
ay

ar
i-

Ro
sta

m
ab

ad
 et

 al
. 

(2
01

3)
De

pr
es

sio
n

St
. J

os
ep

h’s
 H

ea
lth

 Ca
re,

 
Ha

m
ilt

on
, O

nt
ar

io,
 Ca

na
da

EE
G

11
3

22
 de

pr
es

sio
n

(R
=

7, 
NR

=
15

) 
91

 he
alt

hy

M
ixt

ur
e o

f 
fac

to
r a

na
lys

is 
te

ch
niq

ue
-

lea
ve

-2
-o

ut
 

(L
2O

) c
ro

ss-
va

lid
at

ion
 

* 1
00

sp
ec

ifi
cit

y, 
se

ns
iti

vit
y a

ve
ra

ge
 87

.9%
sp

ec
ifi

cit
y 8

0.9
%

se
ns

iti
vit

y 9
4.9

%



Use of Machine Learning Methods in Psychiatry

Psikiyatride Güncel Yaklaşımlar - Current Approaches in Psychiatry

341

Ta
bl

e 
2.

 C
on

tin
ue

d

So
ur

ce
Di

so
rd

er
Da

ta
 se

t s
ou

rce
/e

th
ics

 
co

m
m

itt
ee

 / S
up

po
rti

ng
 

Or
ga

ni
za

tio
n

Da
ta

 
ty

pe
Nu

m
be

r o
f 

sa
m

pl
es

M
et

ho
d

La
ng

ua
ge

/
pr

og
ra

m
Va

lid
at

io
n

Pe
rfo

rm
an

ce

7
Zh

an
g e

t a
l. (

20
13

)
De

pr
es

sio
n

Na
tio

na
l B

as
ic 

Re
se

ar
ch

 
Pr

o-
gr

am
 of

 Ch
ina

, N
at

ion
al 

Na
tu

ra
l S

cie
nc

e F
ou

nd
at

ion
 

of
 Ch

ina
, E

U’s
 Se

ve
nt

h 
Fra

m
ew

or
k P

ro
gr

am
m

e O
PT

IM
I, 

Fu
nd

am
en

ta
l R

es
ea

rch
 Fu

nd
s f

or
 

th
e C

en
tra

l U
niv

er
sit

ies

EE
G

15 13
 de

pr
es

sio
n

2 h
ea

lth
y

BP
NN

, K
NN

SP
SS

2/
3 t

ra
in,

 
1/

3 t
es

t +
 

3-
fo

ld 
CV

 

m
ea

n c
las

sif
ica

tio
n r

at
e 9

4.2
%

 (B
PN

N)
m

ea
n c

las
sif

ica
tio

n r
at

e 9
2.9

 (K
NN

)

8
Te

ne
v e

t a
l. (

20
14

)
AD

HD

AD
HD

 =
 AD

HD
 Pr

oje
ct 

of
 

EU
-C

os
t A

cti
on

 B2
7, 

he
alt

hy
 

=
 pr

of
es

sio
na

l c
oll

ea
gu

es
 an

d 
co

m
m

un
ity

 or
ga

niz
at

ion
 fr

om
 

Sk
op

je,
 M

ac
ed

on
ia

QE
EG

11
7

67
 AD

HD
50

 he
alt

hy
 

SV
M

-
10

-fo
ld 

CV
ac

cu
ra

cy
 82

.3%
 

9
Erg

üz
el 

et
 al

. 
(2

01
5a

)
De

pr
es

sio
n

İst
an

bu
l N

ör
op

sik
iya

tri
 H

as
ta

ne
si

QE
EG

 
co

rd
an

ce
55

 de
pr

es
sio

n
(R

=
30

, N
R=

25
) 

AN
N

MA
TL

AB
6,8

,10
-fo

ld 
CV

ac
cu

ra
cy

 89
.09

%
 (k

=
6)

, 8
5.4

5%
 (k

=
8)

 
87

.27
%

 (k
=

10
) 

10
Erg

üz
el 

et
 al

. 
(2

01
5b

)

Tri
ch

ot
ilo

m
an

i- 
ob

se
ssi

ve
 

co
m

pu
lsi

ve
 

dis
or

de
r

NP
 Is

ta
nb

ul 
Ho

sp
ita

l
QE

EG
 

co
rd

an
ce

79 39
 TT

M
, 4

0 O
KB

AN
N,

 SV
M

, 
KN

N,
 N

B
MA

TL
AB

6, 
10

-fo
ld 

CV

ac
cu

ra
cy

 63
.29

%
 AN

ND
ac

cu
ra

cy
 67

.08
%

 SV
M

ac
cu

ra
cy

 59
.96

%
 KN

N
ac

cu
ra

cy
 56

.96
%

 N
B

ac
cu

ra
cy

 81
.04

%
 fe

at
ur

e s
ele

cti
on

 +
 SV

M

11
Erg

üz
el 

et
 al

. 
(2

01
5c

)
De

pr
es

sio
n-

 
bip

ola
r 

İst
an

bu
l N

ör
op

sik
iya

tri
 H

as
ta

ne
si

QE
EG

 
co

rd
an

ce

10
1

46
 bi

po
lar

55
 de

pr
es

sio
n

SV
M

 (l
ine

ar
 

ke
rn

el,
 

po
lyn

om
ial

 
ke

rn
el,

 RB
F 

ke
rn

el)

MA
TL

AB

6-
fo

ld 
CV

(o
ut

er
), 

5-
fo

ld 
CV

 
(in

ne
r)

ac
cu

ra
cy

 62
.37

%
 (n

o f
ea

tu
re

 se
lec

tio
n)

ac
cu

ra
cy

 SV
M

 +
 PS

O 
(7

3.2
6%

)
ac

cu
ra

cy
 SV

M
 +

 G
A (

75
.24

%
)

ac
cu

ra
cy

 SV
M

 +
 AC

O 
(7

8.2
1%

)
ac

cu
ra

cy
 SV

M
 +

 IA
CO

 (8
0.1

9%
)

12
M

oh
am

m
ad

i e
t a

l. 
(2

01
5)

De
pr

es
sio

n

Ro
ya

l O
tta

wa
 H

ea
lth

Ca
re

 
Gr

ou
p, 

th
e U

niv
er

sit
y o

f O
tta

wa
 

So
cia

l S
cie

nc
es

 an
d H

um
an

iti
es

 
Re

se
ar

ch
 Et

hic
s B

oa
rd

s

QE
EG

98 53
 de

pr
es

sio
n

43
 he

alt
hy

C4
,5

MA
TL

AB
, 

IB
M

 SP
SS

 
M

od
ele

r

%
 70

 tr
ain

, 
%

 30
 te

st
ac

cu
ra

cy
 80

%



Psikiyatride Güncel Yaklaşımlar - Current Approaches in Psychiatry

342 Emre et al. 

Ta
bl

e 
2.

 C
on

tin
ue

d

So
ur

ce
Di

so
rd

er
Da

ta
 se

t s
ou

rce
/e

th
ics

 
co

m
m

itt
ee

 / S
up

po
rti

ng
 

Or
ga

ni
za

tio
n

Da
ta

 
ty

pe
Nu

m
be

r o
f 

sa
m

pl
es

M
et

ho
d

La
ng

ua
ge

/
pr

og
ra

m
Va

lid
at

io
n

Pe
rfo

rm
an

ce

13
Al

-K
ay

si 
et

 al
. (

20
16

)
De

pr
es

sio
n

Bl
ac

k D
og

 In
sti

tu
te

, H
um

an
 

Re
se

ar
ch

 Et
hic

s C
om

m
itt

ee
 

of
 th

e U
niv

er
sit

y o
f N

ew
 

So
ut

h W
ale

s

EE
G

10
 de

pr
es

sio
n

SV
M

, L
DA

, E
LM

-
LO

OC
V

er
ro

r r
at

e 0
.21

67
 

14
Jo

ha
nn

es
en

 et
 al

. 
(2

01
6)

Sc
hiz

op
hr

en
ia

VA
 Co

nn
ec

tic
ut

 H
ea

lth
ca

re
 

(V
AC

HS
) H

um
an

 St
ud

ies
 

Su
bc

om
m

itt
ee

, Y
ale

 
Un

ive
rsi

ty
 H

um
an

 
In

ve
sti

ga
tio

n C
om

m
itt

ee

EE
G

40
 sc

hiz
op

hr
en

ia
12

 he
alt

hy
SV

M
-

3-
fo

ld 
CV

ac
cu

ra
cy

 87
%

, s
en

sit
ivi

ty
 90

%
, 

sp
ec

ifi
cit

y 7
7%

15
Ra

m
ye

ad
 et

 al
. (

20
16

)
Ps

yc
ho

sis

Fe
Ps

y C
lin

ic 
at

 U
niv

er
sit

y 
Ps

yc
hia

tri
c C

lin
ics

 Ba
se

l, 
Un

ive
rsi

ty
 Ps

yc
hia

tri
c 

Ou
tp

at
ien

t D
ep

ar
tm

en
t 

of
 Ba

se
l o

r a
 ps

yc
hia

tri
st’

s 
pr

iva
te

 pr
ac

tic
e

EE
G

53 AR
M

S-
NT

=
35

, 
AR

M
S-

N=
18

LA
SS

O 
(le

as
t 

ab
so

lut
e s

hr
ink

ag
e 

an
d s

ele
cti

on
 

op
er

at
or

)

R
10

-fo
l C

V 
* 1

0

ba
lan

ce
d a

cc
ur

ac
y 5

7%
 (L

PS
), 

se
ns

iti
vit

y 
4%

, s
pe

cif
ici

ty
 67

%
 

ba
lan

ce
d a

cc
ur

ac
y 6

9%
 (C

SD
), 

se
ns

iti
vit

y 
63

%
, s

pe
cif

ici
ty

 76
%

 
ba

lan
ce

d a
cc

ur
ac

y 7
0%

 (s
ta

ck
ed

), 
se

ns
iti

vit
y 5

8%
, s

pe
cif

ici
ty

 83
%

 

16
M

um
ta

z e
t a

l. (
20

17
a)

De
pr

es
sio

n
Ou

tp
at

ien
t C

lin
ic 

of
 H

os
pit

al 
Un

ive
rsi

ti 
Sa

ins
 M

ala
ys

ia 
(H

US
M

), 
M

ala
ys

ia
EE

G
63 33

 de
pr

es
sio

n 
30

 he
alt

hy
LJ

R,
 N

B,
 SV

M
-

10
-fo

ld 
CV

 
* 1

00

ac
cu

ra
cy

 97
.6%

, s
en

sit
ivi

ty
 96

.66
%

, 
sp

ec
ifi

cit
y 9

8.5
%

 (L
JR

)
ac

cu
ra

cy
 96

.8%
, s

en
sit

ivi
ty

 96
.6%

, 
sp

ec
ifi

cit
y 9

7.0
2%

 (N
B)

ac
cu

ra
cy

 98
.4%

, s
en

sit
ivi

ty
 96

.66
%

, 
sp

ec
ifi

cit
y 1

00
%

 (S
VM

)

17
M

um
ta

z e
t a

l. (
20

17
b)

De
pr

es
sio

n
Ho

sp
ita

l U
niv

er
sit

i S
ain

s 
M

ala
ys

ia 
(H

US
M

), 
Ke

lan
ta

n,
 

M
ala

ys
ia

EE
G

74 30
 he

alt
hy

 
34

 ha
sta

 
(R

 =
16

, N
R =

18
)

LJ
R

MA
TL

AB
10

-fo
ld 

CV
 

* 1
00

ac
cu

ra
cy

 87
.5%

, 9
5%

 se
ns

iti
vit

y, 
sp

ec
ifi

cit
y 8

0%
 



Use of Machine Learning Methods in Psychiatry

Psikiyatride Güncel Yaklaşımlar - Current Approaches in Psychiatry

343

Ta
bl

e 
2.

 C
on

tin
ue

d

So
ur

ce
Di

so
rd

er
Da

ta
 se

t s
ou

rce
/e

th
ics

 
co

m
m

itt
ee

 / S
up

po
rti

ng
 

Or
ga

ni
za

tio
n

Da
ta

 
ty

pe
Nu

m
be

r o
f 

sa
m

pl
es

M
et

ho
d

La
ng

ua
ge

/
pr

og
ra

m
Va

lid
at

io
n

Pe
rfo

rm
an

ce

18
S. 

Zh
ao

 et
 al

. (
20

17
) 

De
pr

es
sio

n

Be
ijin

g A
nd

ing
 H

os
pit

al 
Af

fil
iat

ed
 to

 Ca
pit

al 
Un

ive
rsi

ty
 of

 M
ed

ica
l 

Sc
ien

ce
s

EE
G

17
0

81
 de

pr
es

sio
n,

 
89

 he
alt

hy

Lo
ca

l 
cla

ssi
fic

at
ion

(K
NN

 
+

 N
B)

, S
VM

 (R
BF

 
Ke

rn
el)

, X
gb

oo
st 

(G
bt

re
e +

 LJ
R)

 

-
%

75
 tr

ain
, 

%
25

 te
st

10
-fo

ld 
CV

loc
al 

cla
ssi

fic
at

ion
(K

NN
 +

 N
B)

 78
.4%

, 
SV

M
 (R

BF
 Ke

rn
el)

 77
.8%

,  
Xg

bo
os

t (
Gb

tre
e +

 LJ
R)

 75
.8%

19
Ba

ile
y e

t a
l. (

20
18

)
De

pr
es

sio
n

M
on

as
h A

lfr
ed

 Ps
yc

hia
try

 
Re

se
ar

ch
 Ce

nt
re

EE
G

39
 de

pr
es

sio
n 

(R
=

10
, N

R=
29

) 
20

 he
alt

hy
SV

M
-

20
0,0

00
 * 

5-
fo

ld 
CV

ba
lan

ce
d a

cc
ur

ac
y 9

1%
 

se
ns

iti
vit

y 9
0%

sp
ec

ifi
cit

y 9
2%

20
Erg

üz
el 

an
d T

ar
ha

n 
(2

01
8)

De
pr

es
sio

n
Ne

ur
op

sy
ch

iat
ry

 Is
ta

nb
ul

qE
EG

14
7 d

ep
re

ssi
on

(R
=

90
, N

R=
57

) 
AN

N,
 SV

M
, D

T
10

-fo
ld 

CV
ac

cu
ra

cy
 82

.9%
, s

pe
cif

ici
ty

 88
.9%

 (A
NN

)
ac

cu
ra

cy
 86

.4%
, s

pe
cif

ici
ty

 95
.6%

 (S
VM

)
ac

cu
ra

cy
 78

.3%
 sp

ec
ifi

cit
y 8

5.6
%

 (D
T)

21
Erg

üz
el 

et
 al

. (
20

19
)

Op
ioi

d
Ne

ur
op

sy
ch

iat
ry

 Is
ta

nb
ul 

Ho
sp

ita
l D

ep
ar

tm
en

t o
f 

Ps
yc

hia
tri

c O
ut

pa
tie

nt
 Cl

ini
cs

qE
EG

13
4

75
 op

ioi
d

59
 he

alt
hy

LJ
R,

 AN
N

MA
TL

AB
8-

fo
ld 

CV
ac

cu
ra

cy
 84

.3%
 (L

JR
) 

ac
cu

ra
cy

 (o
ve

ra
ll a

cc
ur

ac
y)

 94
.89

%
 

(A
NN

)

M
et

ho
d

•	
AN

N 
=

 ar
tif

ici
al 

ne
ur

al 
ne

tw
or

k
•	

DT
 =

 de
cis

ion
 tr

ee
 

•	
EL

M
 =

 ex
tre

m
e l

ea
rn

ing
 m

ac
hin

e 
•	

KN
N 

=
 k-

ne
ar

es
t n

eig
hb

or
 

•	
LD

A =
 lin

ee
r d

isc
rim

ina
nt

 an
aly

sis
 

•	
LJ

R =
 lo

jis
tik

 re
gr

es
sio

n
•	

NB
 =

 na
ïve

 Ba
ye

s 
•	

PL
SR

 =
 pa

rti
al 

lea
st 

sq
ua

re
s r

eg
re

ssi
on

 
•	

RF
 =

 ra
nd

om
 fo

re
st 

•	
SV

M
 =

 su
pp

or
t v

ec
to

r m
ac

hin
e 

Va
lid

at
ion

•	
CV

 =
 cr

os
s v

ali
da

tio
n 

•	
LO

OC
V =

 le
av

e-
on

e-
ou

t-c
ro

ss 
va

lid
at

ion
Nu

m
be

r o
f S

am
ple

s
•	

AR
M

S-
NT

 =
 at

-ri
sk

 m
en

ta
l s

ta
te

  p
at

ien
ts 

did
 no

t m
ad

e a
 tr

an
sit

ion
 to

 ps
yc

ho
sis

•	
AR

M
S-

T =
 at

-ri
sk

 m
en

ta
l s

ta
te

  p
at

ien
ts 

m
ad

e a
 tr

an
sit

ion
 to

 ps
yc

ho
sis

•	
R =

 re
sp

on
de

r 
•	

NR
 =

 no
n-

re
sp

on
de

r 
* I

n s
om

e o
f t

he
 st

ud
ies

, m
or

e t
ha

n o
ne

 re
su

lt 
wa

s o
bt

ain
ed

 w
ith

 m
or

e t
ha

n o
ne

 pa
ra

m
et

er
 or

 al
go

rit
hm

. S
inc

e i
t i

s n
ot

 po
ssi

ble
 to

 ad
d a

ll t
he

 re
su

lts
 to

 th
e t

ab
le,

 th
e b

es
t r

es
ult

 or
 th

e r
es

ult
s h

igh
lig

ht
ed

 by
 th

e a
ut

ho
rs 

of
 th

e s
tu

dy
 

ar
e p

re
se

nt
ed

. O
rig

ina
l s

ou
rce

s c
an

 be
 ex

am
ine

d t
o r

ea
ch

 al
l re

su
lts

.



Psikiyatride Güncel Yaklaşımlar - Current Approaches in Psychiatry

344 Emre et al. 

Data set: Since the data set is included in the algorithm for the purpose of “learning”,  
	 it is called an experience. Excessive experience and data on different situations affect  
	 the performance positively.

•	 Existence of variables affecting the result: The existence of an attribute/variable  
	 (column) suitable for the problem under investigation affects the result.

•	 The chosen learning: Choosing the appropriate learning strategy for the problem  
	 under investigation or the structure of the data set affects the results.

•	 The algorithm used and parameters belonging to the algorithm, if available:  
	 Choosing the appropriate algorithm and, if any, parameters suitable for the structure  
	 of the data set and the chosen learning strategy can affect the performance.

Flach (2012) shows the logic of applying machine learning as in Figure 3. A data set 
consisting of examples (rows) and variables (columns) is used to perform a specific task. 
In accordance with the chosen learning strategy, part or all of the data set is used for the 
learning of the algorithm and the model is obtained by applying the selected algorithm to 
the training data. Different criteria are calculated according to the outputs of the model and 
performance evaluation is made. The learning strategy varies according to the structure of 
the current data set, while the learning strategy is called controlled or supervised in cases 
where the class values ​​in the data set are certain, the learning strategy is called uncontrolled 
or unsupervised when the class values ​​are not known (Mohri et al. 2012). To put it more 
clearly, in the supervised learning approach in the data set, the category / label that each 
sample belongs to is clear and analysis is made based on these values. In unsupervised 
learning, these values ​​are not clear. In the supervised learning approach, it is aimed to 
make future inferences with methods such as classification and regression, while in the 
unsupervised learning approach, it is aimed to discover the features in the data by methods 
such as clustering (Bishop 2006).

The column given in the table as “Method” in Table 2 refers to the algorithms used. 
Different classification algorithms or statistical methods working according to the 
supervised learning approach were used in all studies. In the column referred to as 
“Application language/Program”, the programming language used for the implementation 
of machine learning algorithms and the platform where this language was written is 
expressed. In the column that expresses “Validation”, ie model performance evaluation 
methods, it is stated that the method according to which the training data set was selected 
while applying the classification algorithms was stated. In the classification methods, the 
data set is divided into two as training and testing; While the model is created with the 
training data set, the performance of the model is tested with the test data set. Bootstrap 
where the desired number of samples were randomly selected (Efron and Tibshirani 
1993), hold-out where the data set was divided into training and test according to the
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Figure 3. An overview of how machine learning is used to address a given task (Flach 2012)
 

determined ratio (Kohavi 1995), and cross validation method where one piece at a time was 
assigned as training and test by dividing the data set into equal numbers (Mosteller and 
Tukey 1968, Stone 1974) are frequently used among these methods. In the “Performance” 
column, which expresses the model performance evaluation criteria, it is stated according 
to which calculation value the performances of the created models are evaluated. Accuracy, 
error rate, sensitivity, recall, specificity, positive predictive value, negative predictive value, 
F-score of classification algorithms based on the values ​​in Figure 4 (Han et al. 2012) are 
calculated and the evaluation of the model is completed accordingly. 

Figure 4. Confusion matrix (Han et al. 2012) 

Confusion Matrix
Predicted

Positive Negative Total

Actual

Positive
TP
true positive 

FN
false negative

P

Negative
FP
false positive

TN
true negative

N

Total P’ N’ P+N

P: Number of samples actually belonging to the positive class
N: Number of samples actually belonging to the negative class
P’: The number of samples predicted to be in positive class
N’: The number of samples estimated to be in the negative class

Khodayari-Rostamabad et al. (2010a) conducted a study to predict the response to 
clozapine therapy in schizophrenia patients and used the partial least squares regression 
method. The performance of the model was calculated as 87.12% and 89.7% by averaging 
the specificity and sensitivity values, and the performance of the model was calculated as 
85.7% as a result of the test performed with another group of patients. 

Khodayari-Rostamabad et al. (2010b) used the partial least squares regression method 
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to estimate the effectiveness of an antidepressant used in the treatment of depression. For 
the evaluation of the model, the values of specificity (85.7%) and sensitivity (87.5%) were 
averaged and this value was calculated as 86.6%.

Khodayari-Rostamabad et al. (2011) used the mixture of factor analysis technique to 
estimate the response to repetitive transcranial magnetic stimulation therapy - rTMS 
treatment. To evaluate the model, specificity (83.3%) and sensitivity (77.8%) values were 
averaged and this value was calculated as 80%.

Ahmadlou et al. (2012) conducted a study to predict the response of ADHD patients 
to neurofeedback treatment. For the prediction, the model was created by linear 
discriminant analysis, and the accuracy was obtained as 84.2%, specificity as 80.6%, 
sensitivity as 88.2%.

Hosseinifard et al. (2013) made a classification study in which EEG frequency bands and 
nonlinear features were also included, and they differentiated between depressed patients 
and healthy individuals. KNN, LDA, LJR were used as classifiers. Different models were 
obtained, including feature selection and nonlinear features. Accuracy values were obtained 
as 73.3% (KNN), 76.6% (LDA) and 76.6% (LJR) in relation to the classification models 
made according to the EEG frequency bands. 

Khodayari-Rostamabad et al. (2013) used mixture of factor analysis (MFA) in their 
study to estimate the effect of SSRI (selective serotonin reuptake inhibitor) antidepressant 
treatment on patients diagnosed with depression. For the evaluation of the model, specificity 
values equaled to 80.9% and sensitivity values equaled to 94.4% were averaged, and this 
value was calculated as 87.9%. 

Zhang et al. (2013), using back propagation neural network (BPNN) and KNN (k=1) 
obtained accuracy values equaled to 94.2% and 92%, respectively, to distinguish between 
patients diagnosed with depression and healthy groups.

Tenev et al. (2014) differentiated ADHD and control groups with SVM in their study. 
More than one classification model was created in the study. The accuracy of the model 
established to distinguish between diagnosed patient and healthy groups among these was 
achieved as 82.3%.

Ergüzel et al. (2015a) estimated with ANN to predict whether repetitive transcranial 
magnetic stimulation - rTMS treatment would be beneficial in patients diagnosed with 
depression. The highest accuracy value was obtained as 89.09% in models with different 
parameters.

Ergüzel et al. (2015b), in the study they conducted to classify patients with trichotillomania 
(TTM) and obsessive-compulsive disorder (OCD), they obtained different accuracy values 
in the models they built by feature selection with ANN, SVM, KNN, NB methods. The 
highest accuracy value was obtained as 81.04% by using feature selection with its improved 
version with ant colony optimization algorithm and applying SVM.

Ergüzel et al. (2015c) used a SVM as a classifier in their study to differentiate between 
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depression and bipolar disorder patients and obtained different performance evaluation 
criteria from the SVM models they created with different feature selection methods. 
Among these, the highest accuracy value was obtained as 80.19%. 

Mohammadi et al. (2015) used the C4,5 decision tree algorithm in their study to 
distinguish between patients diagnosed with depression and healthy individuals, and 
established models using different features and methods. Accordingly, the highest accuracy 
value in the model was obtained as 80%. 

Al-Kaysi et al. (2016) used SVM, LDA, extreme learning machine (ELM) methods 
to predict the response to transcranial direct current stimulation (tDCS) treatment in 
patients diagnosed with depression, error rate value was given to evaluate the classification. 
This value was obtained as the average of the three models corresponding to 0.2167.

Johannesen et al. (2016), in their study conducted on schizophrenia, developed a model 
that can distinguish between patients diagnosed with schizophrenia and healthy individuals 
obtaining an accuracy rate ewual to 87% with the SVM classifier. 

Ramyead et al. (2016) used the LASSO (least absolute shrinkage and selection 
operator) algorithm with CSD (gamma current-source density) and LPS (lagged phase 
synchronization) values calculated based on EEG values in their study to predict the clinical 
outcomes of patients at risk of psychosis. Accordingly, the area under the ROC curve was 
used to evaluate the model and balanced accuracy was obtained from different models as 
0.57% (LPS), 0.69% (CSD) and 0.70% (LPS-CSD combination stacked).

Mumtaz et al. (2017a) obtained different results using varied models in the study to 
distinguish between patients diagnosed with depression and healthy individuals. According 
to the interhemispheric alpha asymmetry values, the obtained accuracy values were 97.6% 
with LJR, 96.8% with NB and 98.4% with SVM. 

Mumtaz et al. (2017b) conducted a study to predict the response of patients diagnosed 
with depression to antidepressant treatment. Although different model performance criteria 
are obtained from LJR models established by using different feature extraction and feature 
selection methods, the highest accuracy value obtained is 87.5%. 

Zhao et al. (2017) developed a wearable system to diagnose depression. In the study where 
local classification (KNN + NB), SVM (RBF Kernel), Xgboost (Gbtree + LJR) classifiers 
were used, the separation of individuals within the patient and control groups was obtained 
as 78.4%, 77.8%, 75.8%, respectively. 

Bailey et al. (2018) established a classification model with a linear SVM to predict the 
response to repetitive transcranial magnetic stimulation - rTMS in patients diagnosed with 
depression, and the accuracy value was obtained as 91%. 

Ergüzel and Tarhan (2018) used ANN, SVM and DT in order to predict the patients who 
may and may not respond to repetitive transcranial magnetic stimulation - rTMS treatment 
and obtained the accuracy values of 82.9%, 86.4%, and 78.3%, respectively.
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Ergüzel et al. (2019) established a model with linear regression and ANN classification 
between opioid-addicted patients and control individuals and compared their performance. 
More than one result was obtained separately by using absolute power, relative power and 
cordance values for each frequency band. The highest accuracy values were obtained for each 
model in the table. From the LJR model, the highest accuracy value was obtained as 84.3% 
with beta frequency band and absolute power values, and the average overall accuracy was 
obtained as 94.89% with absolute power values in the theta frequency band from the ANN 
model.

Discussion
Within the scope of this study, studies conducted in the field of psychiatry were examined. 
Machine learning studies in the field of psychiatry and the current situation of studies 
using EEG data and machine learning in the field of psychiatry were tried to be put 
forth. Examples from the field of psychiatry regarding the general use of machine learning 
methods were examined, but it was aimed to approach the studies using EEG data in 
detail.

Considering the studies conducted with machine learning methods in psychiatry, it 
was seen that support vector machine (SVM) and random forest (RF) methods stand out 
among the studies examined. The performance of the methods used varies according to the 
preferred parameters. In some studies, the best result was tried to be obtained by comparing 
the models established with different methods, while in some studies it was ensured that 
the model was established in different modalities with the same method. It was seen that 
the number of samples varied from study to study. In studies conducted based on data other 
than EEG data, different types of data such as MRI, sociodemographic data, clinical data, 
genetic data were typically used. In the 39 studies examined, it was observed that generally 
a single disease was addressed and a distinction was made between the patient and the 
healthy individual(s), but within the scope of certain studies more than one disease was 
addressed.

In all of the existing studies using machine learning and EEG, it was observed that 
the tools used in data analysis (programming language, platform, program) were not 
specified. Some studies state the tools, while others do not. Some studies indicate which 
programs or languages ​​are used for both EEG and data analysis purposes, while others 
mention a single tool. In this case, it remains unclear which tool was used at which stage 
of the study. However, in case it was stated that a program was used at one stage of the 
study, it was assumed that it was continued with this tool in the later stages. It may be 
beneficial for other researchers to indicate the tools used for the studies. While examining 
the studies in which the tools were specified, it was observed that the MATLAB program 
was used extensively. Although MATLAB is a program which is frequently used in 
many different fields, R and Python languages ​​are frequently preferred by data science 
researchers. It is thought that this program was used more frequently among studies, 
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as the studies examined were mostly conducted by researchers working in the fields of 
psychiatry or medicine. The gathering of researchers working in the field of data science 
with researchers from different fields such as psychiatry will encourage interdisciplinary 
studies and disseminate the use of many current concepts and methods such as artificial 
intelligence, machine learning, and data mining.

When the data sets used in the studies are examined in terms of sample numbers, it is seen 
that the numbers vary between 10 and 170. While the number of data in many areas is much 
higher, number of data is within normal range with respect to health studies, especially in the 
field of psychiatry. The differentiation made in the studies was structured in order to classify 
individuals as patients, healthy individuals or as R = responders and NR = non-responders 
according to the response given to a treatment. A comprehensive study has not been found 
in terms of the type of diseases that examines whether individuals are diagnosed with more 
than one disease, such as ADHD, schizophrenia, depression, or bipolar. Except for two 
studies that differentiate depression-bipolar, OCD-TTM, other studies were structured as 
response to a treatment or patient-healthy individual decomposition. In cases where more 
than two diseases are considered and addressed together, it has been observed that more 
comprehensive data sets were not utilised and studied on in terms of differentiation. The 
reason for this situation may be due to the nature of the psychiatry branch per se.

Within the scope of the reviewed studies, some of the model performance evaluation 
metrics were used to evaluate the models. Not using the same metrics in every study makes 
it difficult to compare models in diversified studies. Whereas solely accuracy value is set 
forth in some studies, in other studies additional metrics such as sensitivity and precision are 
also given. It is not possible to reveal and demonstrate the results of the studies that share all 
metrics within the limits of this study, and not being able to share the same metrics in each 
study makes it impossible to compare models on the same basis.

Conclusion
It is considered that machine learning methods can be applied in the field of psychiatry 
and can generate results that support the decision-making mechanisms of field experts. 
Specialist physicians make symptom-based diagnoses within the framework of both inter-
nationally accepted references such as DSM-V and ICD and their own experiences. The 
symptom-based diagnostic approach, supported by existing artificial intelligence techno-
logies, can be beneficial in the field of psychiatry in many ways, such as diagnosis, treat-
ment, adjustment of medication dose, estimation of disease or recovery durations, identi-
fication of individuals in the risk group, predicting diseases or capturing details that may 
be missed by the human eye. In addition, these methods can be used to provide solutions 
to diseases with a holistic approach from a much broader perspective by evaluating the 
environmental, genetic and biological factors of individuals all together. Moreover, studies 
to be conducted with large data sets combining different types of data such as image data 
i.e. EEG, MRI (magnetic resonance imaging), clinical data, genetic data, and biological 
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data can increase the reliability of research in this field. Considering different diseases con-
comitantlt within the scope of studies may enable a comprehensive differentiation among 
diseases. By collecting patient and control groups from different institutions and not from 
a single institution, the scope of the studies can be expanded nationally and, if possible, 
internationally in order to generalize the results obtained from the studies. As explicitly 
demonstrated in this study, it is significant to conduct the studies based on interdiscip-
linary approach by using methods that serve data science other than and in addition to 
statistical methods. It is considered that the improvement of prospective studies using such 
and similar modalities in future will contribute to the broadening of the scope of studies in 
the field of psychiatry.
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