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With the development of artificial intelligence technologies, changes have also begun to be seen in psychotherapy. 
Although artificial intelligence does not currently have a major impact on the therapy field, it raises major 
questions about the nature of therapy and the value of the relationship future between people and therapists in 
understanding how artificial intelligence can be included in the therapy process, foreseeing the future, and being 
proactive are gaining importance. This article will examine current artificial intelligence applications used in 
psychotherapy fields with a literature review. Artificial intelligence can be used to increase the effectiveness of 
psychotherapy. However, it should not be forgotten that excessive reliance on artificial intelligence can 
overshadow the human aspect of psychotherapy and that the human factor is important. Although there are still 
uncertainties about how the profession will be affected by the use of artificial intelligence in psychotherapy and 
how it will be incorporated into therapy processes, it is envisaged that artificial intelligence can play a versatile 
role in psychotherapy. 
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Ö
Z 

Gelişen yapay zeka teknolojileri ile psikoterapi alanında da değişimler görülmeye başlamıştır. Yapay zeka, terapi 
alanında şu anda büyük bir etkiye sahip olmasa da, gelecekte terapinin niteliği ve insanlar ile terapistler arasındaki 
ilişkinin değeri konusunda büyük sorular ortaya çıkartmaktadır. Yapay zekanın terapi sürecine nasıl dahil 
edilebileceğini anlamaya çalışmak geleceği öngörmek, proaktif olmak önem kazanmaktadır. Bu makalede 
psikoterapi alanlarında, kullanılan mevcut yapay zeka uygulamaları literatür taraması ile irdelenecektir. 
Psikoterapinin etkinliğini artırmak için yapay zekanın kullanılabilinmektedir. Ancak yapay zekaya aşırı 
güvenmenin psikoterapinin insan yönünü gölgeleyebileceği ve insan faktörünün önemli olduğunun unutulmaması 
gerekmektedir. Psikoterapide yapay zeka kullanımında mesleğin nasıl etkileneceği ve terapi süreçlerine nasıl dahil 
edileceği konusunda hala belirsizlikler olmakla birlikte yapay zekanın psikoterapide çok yönlü bir rol 
oynayabileceği öngörülmektedir. 
Anahtar sözcükler: Yapay zeka, terapi, psikoterapi 

Introductiom 

Psychotherapy is a frequently utilised intervention in mental health services, and is a preferred option for clients 
(Andrews et al. 2001, Lambert 2004). Psychotherapy is an effective treatment for a range of psychiatric and 
psychological disorders in a variety of settings and populations (Nathan and Gorman 2015). Psychotherapy can 
be defined as an intervention involving the interaction of treatment-specific components, offered as part of a 
professional relationship, with the aim of bringing about clinical change in the symptoms and functions of 
clients (Richards 2024). 

Psychiatric and psychological disorders are acknowledged as significant global issues with a notable economic 
impact (Kessler et al. 2009). In recent years, technological developments have been employed in the context of 
applied interventions in psychiatry. Digital technologies, including telehealth services and augmented/virtual 
reality (AR/VR), have been demonstrated to be effective in the diagnosis and treatment of mental health 
disorders (Sonmez and Hocaoglu 2024). As technology advances, it has become feasible for Artificial intelligence 
(AI) to fully emulate the capabilities of human imagination, emotions, intuition, and potential (Braga and Logan 
2017). Furthermore, it is now feasible for AI to comprehend psychological processes, perceive and respond to a 
spectrum of human behaviours, including attention, motivation, emotion, creativity, planning and discussion 
(van den Bosch and Bronkhorst 2019, Dong et al. 2020). 

The application of AI in therapy is not confined to the support of therapists and therapy chatbots. Such 
technology can assist therapists in the management of administrative tasks, thereby increasing efficiency and 
allowing more time to be devoted to direct patient care. Moreover, chatbots and virtual assistants are being 
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employed to furnish preliminary assistance and triage counsel. Such technology is regarded as a valuable adjunct 
to first aid by numerous individuals, including those employed in independent practices and larger 
organisations. The objective of this study is to provide a comprehensive overview of the intersections between 
AI and psychotherapy. 

Areas of Use of Artificial Intelligence in Psychotherapy 

AI is playing an increasingly prominent role in the field of mental healthcare, driving transformative changes 
across the entire spectrum of care, from initial diagnosis to subsequent treatment (Thakkar et al. 2024). The 
advent of AI is inaugurating a new epoch in the domain of mental health care, revolutionizing the entire 
spectrum of activities, from the precision of diagnostic procedures to the implementation of therapeutic 
interventions (D'Alfonso 2020). AI offers cost-effective assistance in response to growing demand and, in some 
cases, replaces human-led treatments. The field of AI has witnessed considerable advancement over time, from 
the utilisation of chatbots in therapy sessions to the development of sophisticated data analysis tools. In recent 
years, with the continued evolution of this field, there have been notable advances in the application of AI in 
therapeutic contexts. AI has become capable of analysing a range of data, including tools, speech patterns and 
facial expressions, thereby providing therapists with additional information about the client's emotional state. 

The utilisation of AI in the domain of mental health can be traced back to the publication of Alan Turing's seminal 
1950 paper, Computing Machinery and Intelligence (Turing 1950).  The advent of Eliza, the inaugural chatbot 
to employ AI as a conversational methodology, marked the advent of AI utilisation in psychological contexts. In 
1966, it facilitated a genuine sense of interaction between clients and human therapists (Weizenbaum 1976). 
Although Eliza's capacity for speech was constrained, it marked the advent of the discourse surrounding the 
potential for human-machine communication. During the 1990s and early 2000s, considerable progress was 
made in the utilisation of AI technologies for data analysis. In the field of healthcare, AI-enabled tools have been 
developed with the objective of discerning patterns in human behaviour and gaining insights through the 
analysis of data. These tools have made considerable headway in aiding therapeutic processes through the 
utilisation of quantitative data, thereby facilitating the assessment of treatment efficacy. This has facilitated the 
development of process-oriented methodologies, such as cognitive behavioural therapy. Furthermore, in the 
mid-2000s, AI-supported Socratic chatbots emerged. Such robots are capable of engaging in structured dialogues 
with their users, thereby providing a space for introspection regarding thoughts, feelings, and behaviour. Despite 
the limitations of such chatbots in mimicking the subtleties of human discourse, they have served as a non-
judgemental conduit, facilitating a depth of exploration into the psyche. AI has demonstrated considerable 
potential for meeting client needs through the analysis of large data sets. The findings of studies conducted in 
this area demonstrate that the utilisation of AI can markedly enhance the efficacy of mental health services and 
more effectively address the needs of clients (D'Alfonso 2020, Holohan and Fiske 2021). 

Use of Artificial Intelligence in Psychotherapy 

Although AI-assisted virtual therapy and robot therapy have been employed in numerous medical fields for some 
time, the incorporation of AI through embodied agents remains a nascent phenomenon in the domain of mental 
health care. It represents the most recent addition to psychotherapy practices, offering support for a spectrum 
of emotional, cognitive, and social processes (Calderita et al. 2014). 

The field of AI-enabled psychotherapeutic devices is undergoing rapid development. AI tools, including chatbots 
and virtual assistants, have the potential to emulate the work of psychologists and psychotherapists and even 
assist in meeting the fundamental therapeutic needs of individuals. For example, therapeutic applications such 
as Tess and chatbots such as Earkick, Mindspa, Youper, Sara, Wysa and Woebot, and Replikag, which operate 
through short message service, WhatsApp, internet platforms or mobile applications, are being investigated for 
their potential to address depression and anxiety. Such applications facilitate interaction. Woebot and other 
analogous programmes interact with the client in the capacity of a virtual psychotherapist, with the objective of 
assisting the client in recognising patterns of emotions and thoughts, and in developing skills such as resilience 
or anxiety reduction techniques. To illustrate, Tess employs natural language processing to discern expressions 
indicative of emotional distress. Chatbots are frequently asserted to be a digital instrument for reaching 
populations lacking mental health services on a global scale. Such applications are capable of elucidating complex 
clinical terminology, such as that pertaining to cognitive distortions, and can also furnish users with practical 
guidance on how to recognise and respond to challenging circumstances. Tess has been demonstrated to be an 
effective tool for alleviating depressive and anxious symptoms among users (Sachan 2018).   
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In recent years, avatar therapy has emerged as a powerful tool for the application of cognitive behavioural 
techniques for mood management and the exploration of alternative modes of being in the world, including 
those facilitated by virtual reality. The objective of avatar therapy is to equip individuals who hear voices with 
the tools to better cope with and challenge these voices. The therapy encourages individuals to challenge negative 
voices by creating and interacting with avatars. Guided by a therapist, these individuals learn to challenge, 
question, and test threats and negative statements (Ward et al. 2020). In addressing the issue of auditory 
hallucinations, avatar therapy provides individuals with the opportunity to develop self-confidence and self-
kindness. The SPARX programme is an online therapeutic intervention designed for adolescents experiencing 
depressive symptoms. The programme is designed for young people with mild to moderate depression and is 
intended to serve as an adjunct to, rather than a replacement for, the input of a therapist. The SPARX programme 
is based on cognitive behavioural therapy (CBT) and aims to facilitate the development of more positive cognitive 
processes and emotional regulation in young people. The programme is comprised of a series of levels, which 
facilitate progression towards the attainment of the learning goals of the young people participating in the 
programme. As participants progress with their avatars, they are able to develop problem-solving abilities and 
identify negative thought patterns. A minimum of four sessions is required for completion of the programme. 

The utilisation of avatars, such as avatar therapy, for the management of auditory hallucinations in psychotic 
patients necessitates the utilisation of facial images created on computer screens or tablets that interact with 
clients through intelligent algorithms (Craig et al. 2018). It is estimated that one in four individuals diagnosed 
with a psychotic disorder will continue to experience persistent auditory verbal hallucinations despite receiving 
treatment. Avatar therapy represents a novel approach in which individuals experiencing auditory hallucinations 
engage in a dialogue with an avatar whose voice is provided by the therapist. In a single-blind, randomised 
controlled trial conducted by Craig et al. (2018) to evaluate the efficacy of avatar therapy compared to supportive 
counselling 150 individuals diagnosed with schizophrenia spectrum or affective disorder and experiencing 
auditory hallucinations were randomly assigned to avatar therapy or supportive counselling. The results 
demonstrated that, after a 12-week period, the reduction in auditory verbal hallucinations was more pronounced 
in the avatar therapy group than in the supportive counselling group (Craig et al. 2018). This indicates that 
avatar therapy may be an appropriate method for the management of auditory verbal hallucinations. 
Furthermore, avatars are employed in the treatment of schizophrenia, particularly to enhance medication 
adherence (Bain et al. 2017). 

Virtual reality-assisted therapy for schizophrenia employs the use of AI avatars to facilitate interaction with 
auditory hallucinations experienced by the patient. The available evidence indicates that the therapy can reduce 
the formulation of therapeutic goals in cases of schizophrenia that are particularly challenging (Dellazizzo et al. 
2018). A study on patients diagnosed with treatment-resistant schizophrenia revealed that following therapy 
sessions, there were improvements in auditory and visual hallucinations, depression symptoms, and overall 
quality of life (du Sert et al. 2018). Furthermore, avatars have been employed in the treatment of acrophobia, 
providing medical students with realistic interview practice (Freeman et al. 2018) and in risk prevention training 
to identify individuals at risk of suicide (Rein et al. 2018). 

The field of AI robot therapy represents an area of clinical practice in which clinicians and scientists collaborate 
to integrate innovations in AI and robotics. Robots that resemble furry animals, such as Paro, serve as assistants 
for patients with dementia. Paro is a healthcare assistant that engages in dynamic interaction with individuals, 
responding to verbal and non-verbal cues in a manner that can be described as a form of 'dialogue'. Furthermore, 
companion robots are being employed to assist elderly patients who are isolated or depressed in their own 
homes, providing them with a source of companionship. It has been demonstrated that such robots can play a 
role in reducing factors such as stress, loneliness, and agitation, as well as improving mood and social 
connections (Wada and Shibata 2007, Yu et al. 2015). 

In 2022, the introduction of ChatGPT, a dialogic AI software developed by OpenAI, prompted interest in the 
potential of such technology to facilitate the creation of therapeutic and therapist tools, with particular reference 
to its possible applications in the field of mental health (Minerva and Giubilini 2023). A study demonstrated the 
efficacy of an AI assessment tool in identifying and categorising psychiatric and psychological disorders in clients 
with 89% accuracy, based on responses to only 28 questions (Tutun et al. 2023). A meta-analysis of research on 
mental health conversational agents indicates that chatbots can effectively alleviate psychological distress and 
may even play a role in the formation of therapeutic relationships (Li et al. 2023). In the treatment of psychiatric 
and psychological disorders, AI tools assist therapists in the identification and treatment of clients' conditions 
(Koutsouleris et al. 2022, Li et al. 2023). The use of AI-based chatbots in therapy has demonstrated efficacy in 
alleviating symptoms of depression and anxiety (Holohan and Fiske 2021). Such robots can facilitate diagnosis 
by offering virtual psychotherapy services, while also enabling consultations, providing psychoeducation, and 
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offering treatment options. The use of AI enables the provision of more personalised and adaptive responses 
through a variety of interaction modalities, including text and voice (Li et al. 2023). The deployment of AI tools 
for the treatment of psychiatric and psychological disorders is contingent upon the capacity of clients to report 
on their cognitive and emotional state, the progression of their symptoms, and information from their 
environment (Koutsouleris et al. 2022). Nevertheless, the input of the clinician remains indispensable for the 
formulation of diagnoses and treatment recommendations. 

Chatbots can be integrated into mobile or instant messaging applications to facilitate a range of useful functions, 
including aiding diagnosis, facilitating consultations, providing psychoeducation and offering treatment (Li et 
al. 2023). The utilisation of AI represents an efficacious methodology for the alleviation of psychiatric and 
psychological disorders, including depression and distress. The efficacy of this approach is contingent upon the 
quality of the human-AI therapeutic relationship (Li et al. 2023). Natural language processing (NLP) is a 
technique that enables the analysis of the client's language in a variety of contexts, including conversations, 
chats, emails, and social media posts. It is capable of detecting patterns associated with psychological disorders 
such as depression or anxiety, and constitutes a vital component of chatbots (Holohan and Fiske 2021, Li et al. 
2023). Chatbots, which communicate with users in natural language through messaging applications, websites, 
and mobile apps, represent an alternative technique for supporting psychological problems. Woebot is an 
exemplar of a user-friendly chatbot based on cognitive behavioural therapy. Woebot is a chatbot designed to 
monitor and assess the emotional state of users. Woebot employs chat scenarios that are designed to assist users 
in comprehending and addressing their issues. 

The chatbot initiates a dialogue with the user, soliciting information about their day. In the event of a negative 
response, the chatbot records the reasons provided and offers solutions. Woebot employs sophisticated 
techniques, including natural language processing, sentiment analysis, and the use of humour, to personalise 
the chat and enhance the conversational atmosphere. Furthermore, the application assists users in examining 
and questioning their assumptions through the utilisation of quizzes and videos. Woebot has been designed in 
such a way that it is able to evolve in accordance with the user's changing knowledge base, thereby becoming 
increasingly effective with continued use. Wysa is an online therapy application that employs an emotionally 
intelligent chatbot based on the cognitive behavioural therapy model. The app offers a variety of tools, including 
dialectical behaviour therapy, meditation, breathing exercises, yoga, and motivational videos. Additionally, the 
app furnishes users with self-improvement tools, including medication reminders, wellness exercises, and deep 
sleep training. The objective of the app is to address issues such as mild depression and anxiety disorders. On 
occasion, the vast quantity of queries can prove daunting for users. Sanvello is a chatbot based on CBT that 
places greater emphasis on cultivating mindfulness than on psychological relaxation. The app offers a range of 
features designed to facilitate the application of therapeutic techniques, including mood tracking and 
meditation. In contrast to other chatbots, Sanvello has been developed with audio and video recognition tools 
integrated with text input. This approach facilitates the analysis of images and sounds, thereby enhancing the 
user's mood and facilitating its comprehension. The chatbot does not pose questions that are irrelevant or 
distressing while monitoring the user's emotional state and providing suitable counsel. 

The chatbot offers users a range of tools to assist them in managing stressful situations, monitoring their moods 
on a daily basis, and providing support in the event of an emergency. The most distinctive feature of Sanvello is 
that it provides users with the ability to engage in social activities, which differentiates it from other similar 
applications. The application serves to facilitate connections between users, thereby enabling them to exchange 
experiences and provide mutual support. This represents a significant departure from the concept of expertise 
and provides an extremely positive experience. The Joyable application comprises educational, behavioural and 
thought-based activities. The application was developed by experts in therapeutic practice and scientists and 
offers users a coaching service and cognitive behavioural therapy training based on real-life scenarios. The 
chatbot assists users in identifying a particular event that evokes negative emotions and cognitions, and 
provides strategies for their elimination. The Joyable application offers its users a coaching service via telephone 
and email, in addition to the application itself. Chatbots that provide online therapy are of great importance in 
terms of data collection. As the technology behind chatbots continues to develop and their data processing 
capabilities increase, the assistance they provide to users becomes increasingly effective. The popularity of 
chatbots offering ease of access and online therapy support is on the rise. Nevertheless, the question of whether 
chatbots can assume the role of human therapists remains a topic of contention. The advent of digital technology 
and AI applications has precipitated a transformation in the field of mental health. 

The application of AI to mental health services has the potential to facilitate improvements in several areas, 
including prediction, detection, and treatment processes. AI can be employed in both research and practice to 
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predict the presence of psychiatric and psychological disorders. The models are trained using the responses of 
the participants to the assessment questions and other historical data (Tutun et al. 2023). Decision support 
systems can assist mental health professionals in making evidence-based treatment decisions, analysing data, 
and providing recommendations for the diagnosis and treatment of psychiatric and psychological disorders. The 
implementation of decision support systems has the potential to reduce overall healthcare costs associated with 
misdiagnosis, overdiagnosis and unnecessary treatment as a result of accurate diagnosis of psychiatric and 
psychological disorders (Tutun et al. 2023). Moreover, web and smartphone-based applications facilitate digital 
interventions, personalise mental health, and enhance the user experience. The data collected by smartphones 
and smartphone sensors can be employed to gain insights into behaviour and mental health, and to predict the 
onset of mental health conditions. The analysis of clinical texts and social media content represents a valuable 
tool for the detection of mental health conditions. Furthermore, it plays a pivotal role in the development of 
conversational agents designed to facilitate therapeutic interventions. Furthermore, chatbots and virtual agents 
provide accessible therapeutic options for a range of mental health issues. Furthermore, mobile devices have the 
potential to facilitate real-time psychological interventions and behavioural guidance. Consequently, precision 
medicine in mental health can mitigate issues pertaining to precise diagnoses, prognoses, and therapeutic 
choices (D'Alfonso 2020, Koutsouleris et al. 2022). 

Advantages of Artificial Intelligence-Based Psychotherapy 

One of the benefits of AI-based therapy is that it offers mental health professionals the opportunity to save time 
and streamline their organisational processes. Such assistance encompasses the automatic transcription of notes 
taken during video meetings, the review and synthesis of client notes, and the creation of bespoke exercises, 
activities, and interventions. The advantages of conducting therapy with AI include improved accessibility and 
utility 24/7 continuous availability, capacity to analyse extensive datasets, cost-effectiveness, reduced stigma, 
and greater efficiency in diagnosis and monitoring. Those who engage in discourse with an AI therapist may 
perceive a greater sense of psychological safety and reduced judgment. In this way, AI therapy offers significant 
advantages in the field of mental health (Holohan and Fiske 2021, Koutsouleris et al. 2022, Li et al. 2023, Tutun 
et al. 2023). 

The advantages and challenges of AI in therapy have been the subject of extensive research. The capacity of AI 
to adapt its communication, activities, feedback and counselling to the specific needs of the client has been 
demonstrated to be a significant advantage (Holohan and Fiske 2021, Tutun et al. 2023). Chekroud et al. (2024) 
observe that it can integrate disparate databases in psychotherapy, a practice currently prevalent in the field. 
Furthermore, the generation of synthetic data presents a distinct advantage. Despite the success of AI in drug 
discovery, its application in psychotherapy remains an emerging area of research. It is imperative that 
researchers adhere to the established psychotherapy theory and practice framework in order to analyse data with 
AI. Formulating evidence-based questions and hypotheses allows for the interpretation of results and the 
identification of any limitations in the quality of the data. Moreover, it is imperative to implement safeguards 
to prevent the inappropriate extrapolation of data and to ensure the dissemination of data in a responsible 
manner (Chen et al. 2020). 

AI has the potential to facilitate the professional advancement of mental health professionals. This development 
can be achieved through the implementation of enhanced training opportunities, AI-supported supervision, and 
self-reflection. AI can be employed to simulate the role of the client in the development and practice of new 
skills, thereby assisting clinicians in enhancing their abilities by more accurately portraying a range of scenarios 
(Luxton 2014). AI-based tools, such as Clinicalnotes.ai, have the potential to provide clinicians with supervision-
aligned interventions by analysing their notes and treatment progress. Moreover, these tools can assist 
supervisors in the planning of clinical practice.  

Natural language processing (NLP) is a subfield of artificial intelligence and linguistics that focuses on the 
interaction between computers and human language. Text analysis, a significant application of NLP, seeks to 
derive meaningful insights from vast quantities of unstructured text data. The application of natural language 
processing (NLP) to verbal or text analysis enables clinicians to assess the emotional state of their clients and 
provide objective feedback. These developments can assist mental health professionals in developing their skills 
in a less resource-dependent manner, thereby enhancing the efficacy of their clinical practice. 

The integration of AI capabilities with psychotherapists' expertise via a hybrid approach may prove to be a 
promising avenue for the future of mental health services. Among the advantages of AI are cost-effectiveness 
and greater accessibility for a larger number of people. AI automates routine tasks, thereby allowing therapists 
to devote a greater proportion of their time to client care. For therapists, AI-integrated software platforms 
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facilitate the streamlining of daily operations, thereby reducing the time and effort otherwise required. AI tools 
provide clients with support between sessions, offering mood monitoring, stress management techniques, and 
self-help guidance. It is compatible with cognitive behavioural therapy and other solution-focused therapies. AI 
is employed in pioneering interventions such as virtual reality therapy, which offers immersive experiences that 
are not feasible in conventional therapeutic environments. Virtual reality therapy is employed in the treatment 
of conditions such as post-traumatic stress disorder. Furthermore, it offers training and supervision for 
therapists through the provision of simulations that emulate real-life scenarios. The use of AI allows therapists 
to interact with their clients in a dynamic manner, thereby facilitating the provision of insights and perspectives 
between supervision sessions. Nevertheless, the utilisation of AI has the potential to erode fundamental aspects 
of healthcare delivery, such as empathy and trust. Nevertheless, the advent of AI in mental healthcare has the 
potential to yield favourable outcomes and benefits that could challenge the conventional wisdom based on 
human connection. It is anticipated that AI will facilitate further advances in the diagnosis of psychiatric and 
psychological disorders through the analysis of data drawn from a range of sources, including medical records, 
social media and wearable devices. Moreover, AI will be beneficial for individuals who encounter challenges in 
human interaction, such as those with depression or autism, or who are concerned about being stigmatised. 
Nevertheless, the extent to which AI can be employed to promote mental well-being remains uncertain. 

Disadvantages of Artificial Intelligence-Based Psychotherapy  

The utilisation of AI tools for therapeutic purposes and by therapists is not without its inherent challenges and 
risks. There are concerns regarding the reliability of these systems and their potential impact on mental health 
(Koutsouleris et al. 2022). One of the primary challenges and criticisms associated with the utilisation of AI in 
therapeutic settings pertains to its inability to empathise and establish authentic interpersonal connections with 
individuals (Minerva and Giubilini 2023). The deployment of AI in therapeutic contexts is constrained by a 
number of limitations and ethical considerations. The integration of AI into therapeutic practices is possible, yet 
the expertise and interpersonal skills of therapists remain indispensable (Minerva and Giubilini 2023). The 
intricate nature of human psychology renders it challenging for AI algorithms to address the distinctive 
requirements of each individual. An overreliance on AI in mental health services has the potential to diminish 
clients' access to emotional support and decision-making abilities, which could ultimately result in an increased 
sense of dependency. Moreover, the long-term effects of AI and the ethical and privacy concerns it may raise in 
the context of mental health services warrant consideration (Minerva and Giubilini 2023). The utilisation of AI 
in therapeutic contexts may give rise to ethical concerns. It is of the utmost importance to guarantee the 
confidentiality of client data, the therapist's autonomy in decision-making, and the protection of the human 
element. To illustrate, AI models amass personal data, thereby creating a potential risk of misuse or disclosure. 
Nevertheless, the dearth of empirical evidence is a source of contention. Some parties propose a complete 
prohibition on the collection of data, while others argue that it is possible to combine data from disparate sources 
using privacy-enhancing technologies in a secure manner. Moreover, it is possible for AI to learn biases that 
could potentially influence the treatment process or result in misdiagnosis. 

This risk is compounded by the generation of increasingly complex data sets that encompass previously 
unmeasured dimensions of human experience, including physical, neurological, psychological and emotional 
aspects (Farahany 2023). Moreover, the deployment of AI to supplant the role of human physicians may 
diminish the human aspect of healthcare (Minerva and Giubilini 2023). It is of the utmost importance to rely on 
AI analysis when utilising client data, although it is acknowledged that the accuracy and interpretation of the 
data may vary. There is a risk of misinterpretation or simplification of complex human emotions and 
experiences. In the context of utilising an AI tool for the analysis of facial expressions and tone of voice, a 
decision must be made as to whether the output produced by the machine should be trusted or whether expertise 
and the context of the clients in question should be relied upon. While AI can provide valuable insights, ultimate 
decision-making authority must reside with the human operator. Some clients may prefer the convenience of 
24/7 AI-based services, however, it is important to recognise that the foundation of therapy must be built on 
genuine empathy and connection. Moreover, it is essential that the client be an active participant in the 
therapeutic process. Providing them with uninterrupted access may foster an overconfident outlook. 

It is imperative that measures be taken to address the inherent limitations of AI models. Firstly, models must 
be trained with high-quality, unbiased data (Koutsouleris et al. 2022). Moreover, data privacy and security are 
of paramount importance. It is therefore imperative that data is safeguarded against unauthorised access. It is 
imperative that users are informed about the intended use of their data, and that transparency is ensured. 
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Moreover, it is imperative to implement procedures and controls to ensure the fairness and impartiality of AI 
tools. The data on AI psychotherapy may be biased. For example, cognitive behavioural therapy was initially 
developed and subsequently applied predominantly to white, well-educated heterosexuals. The use of historical 
data in the construction of algorithms may result in the exclusion of significant demographic groups, including 
those with neurodiversity, racial and ethnic minorities, cultural diversity, and individuals from disparate socio-
economic backgrounds. Moreover, historical context, background, experiences, and context are crucial elements 
in psychotherapy. For instance, the data sources employed in the schizophrenia study were selected for 
"comparability and consistency," which are essential for developing inferences. However, numerous 
environmental factors that are pivotal for the treatment outcomes of psychiatric and psychological disorders 
have not been taken into account. 

The application of AI automates homogeneity and, as a consequence, places the individuals whose lives the data 
represents in a position of relative uncertainty (Crawford 2021). It is possible that AI may not fully comprehend 
the subtleties of human experience and psychology, which could result in misguided interventions. It is of the 
utmost importance to take measures to prevent potential biases from influencing the outcome. It is of the 
utmost importance to establish transparent and unambiguous regulations pertaining to liability in the event of 
any adverse consequences. It is imperative to emphasise that the use of AI recommendations should be limited 
to a supplementary role in human decision-making processes. It is incumbent upon therapists utilising AI tools 
to monitor the functionality of said tools and the recommendations they generate. The aforementioned 
measures facilitate the overcoming of the limitations of AI models, thereby ensuring their utilisation in a 
beneficial and appropriate manner. 

Research on the Effectiveness of Artificial Intelligence-Assisted Therapies 

The utilisation of AI has the potential to markedly enhance psychotherapy and mitigate the expression of clinical 
psychiatric and psychological disorders, resulting in noteworthy levels of satisfaction, engagement and retention 
(Gual et al. 2022). The role of AI in mental health is becoming increasingly significant, particularly in the context 
of therapeutic interventions within psychotherapy. The range of innovations is diverse, encompassing virtual 
psychotherapists, social robots in dementia care and autism disorder, and robots for sexual disorders (Torjesen 
2017, Martin and Kreitmair 2018, Góngora et al. 2019). Virtual and robotic agents with AI are becoming 
increasingly prevalent in mental health support. They are capable of providing not only basic comfort and social 
interaction but also high-level therapeutic interventions that were previously the domain of highly trained and 
skilled health professionals such as psychotherapists (Inkster et al. 2018). It is noteworthy that such virtual or 
robotic therapists comprise an artificially intelligent algorithmic entity that responds to the client or patient 
through a virtually embodied interface, such as a facial icon, or a physically embodied entity, such as a robotic 
interface, independent of any expert clinician guidance. These new applications differ from many forms of web-
based therapy, which often require human, albeit remote, therapy or the client working independently with 
manuals, questionnaires, or other self-help materials (Mehrotra et al. 2017). The utilisation of AI-based 
therapist tools and software has the potential to enhance the quality of care provided to clients, whilst 
simultaneously increasing the accessibility and standard of mental health services (Minerva and Giubilini 2023). 

The utilisation of AI applications in the domain of mental health services has the potential to enhance the quality 
of care provided and exert a beneficial influence on expenditure control. Moreover, these applications have the 
potential to enhance access to mental health services for currently underserved population groups and 
vulnerable individuals. Nevertheless, despite these rapid developments, there remains a gap in the successful 
adaptation of technological tools by therapists and clients in clinical settings. Moreover, the majority of studies 
assess the efficacy or ethical utilisation of a single application, yet there is a paucity of research examining the 
broader impact of AI integration in mental health (Fiske et al. 2019). Moreover, some therapists employ AI to 
address ethical concerns or enhance their comprehension of theoretical frameworks. Some therapists utilise AI-
assisted therapy to provide support to their clients outside of scheduled sessions. It is, however, important to 
note that this use carries certain risks. 

The role of AI in therapy is currently regarded as supplementary, providing additional resources and support 
while maintaining the primacy of the therapeutic relationship and decision-making authority with professionals 
(Koutsouleris et al. 2022). The advent of novel technologies, including virtual psychotherapists, social robots for 
dementia care and autism disorder, and robots for sexual disorders, has resulted in the emergence of artificially 
intelligent virtual and robotic agents capable of performing advanced therapeutic interventions that were 
previously the domain of highly trained healthcare professionals. It is proposed by researchers that a hybrid 
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approach combining the input of therapists and AI will shape the future of mental healthcare (Minerva and 
Giubilini 2023). 

Use of Artificial Intelligence in Diagnosis and Classification of Psychiatric Disorders  

AI has the potential to play an important role in the diagnostic process, utilising large datasets to provide 
guidance and objectivity. In a study conducted by Nemesure et al. (2021), AI methods were employed to detect 
common disorders based on electronic health record data and biomedical and demographic information. These 
techniques were employed to predict generalized anxiety disorder and major depressive disorder, and advanced 
methods were utilized to identify the most salient risk factors for each disorder. This approach facilitates early 
diagnosis and intervention for clients who are challenging to diagnose with readily available information. 
Rosellini et al. (2020) employed AI to forecast the incidence of internalising disorders using both survey data 
and prospective survey data, thereby developing algorithms that predict the occurrence of internalising 
disorders (generalised anxiety, panic, social phobia, depression, and mania) in adults. The efficacy of these 
algorithms has been demonstrated in the prediction of depression and social phobia, as well as the provision of 
preventive intervention. Reese and Danforth (2017) employed AI techniques to analyse Instagram photos 
(content, colour, metadata) posted by individuals diagnosed with depression. The resulting models 
demonstrated an accuracy of 70% in predicting depression, exceeding the success rate of clinicians' unaided 
diagnoses. This study illustrates the potential of novel approaches to early screening utilising social media data. 

The process of diagnosing and classifying psychiatric and psychological disorders is inherently time-consuming, 
subjective, and limited in scope. The application of AI-based tools has the potential to enhance the accuracy and 
efficiency of diagnosis. The utilisation of neuroimaging data, genetics, neuropsychology and measures such as 
EEG is becoming increasingly prevalent in academic research (Shatte et al. 2019). The results of these studies 
demonstrate that AI tools are capable of accurately diagnosing psychiatric and psychological disorders (Abd-
Alzaraq et al. 2023). Nevertheless, some researchers have highlighted the potential for prediction models to 
impact decision-making autonomy, citing the expansive clinical definitions and subjective judgments that 
underpin them (Su et al. 2020). It is therefore recommended that clinical decisions be informed by a combination 
of expertise and AI models. The most valuable application of AI is the development of decision-support tools for 
differential diagnosis (Dwyer et al. 2018). A diagnostic support system for differentiating depression and anxiety 
disorders employs a cognitive test battery to assess these disorders using AI, achieving a classification accuracy 
of 66-80%. It is anticipated that this objective tool will be employed in conjunction with clinical interviews, 
thereby assisting clinicians in formulating more precise diagnoses (Richter et al. 2021). Moreover, an AI-based 
signature has been developed for differentiating between depression and schizophrenia. This signature may 
assist in the evaluation of samples with ambiguous diagnoses, such as psychosis and high-risk conditions 
(Koutsouleris 2018). A digital application, designated EarlyDetect, has been developed for the purpose of 
screening for risk factors associated with psychiatric and psychological disorders. This application can be utilised 
in mental health screenings within tertiary healthcare facilities, thereby facilitating the early detection of 
conditions such as bipolar disorder (Liu et al. 2021a, Liu et al. 2021b). 

AI offers analytical tools that can facilitate the comprehension of psychopathology. The sophisticated 
classification systems inherent to these approaches have significant implications for the development and 
implementation of targeted interventions (Cuthbert 2019). The derivation of client subgroups from data 
according to the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) and the International 
Classification of Diseases (ICD-11) suggests that treatment outcomes can be more accurately predicted (Dwyer 
et al. 2018). The RDoC (Research Domain Criteria) project offers a complementary approach to the 
understanding of psychiatric and psychological disorders, providing behavioural and neurobiological measures 
consistent with those employed in AI approaches. AI clustering methods were employed to identify patient 
subgroups with early-stage schizophrenia. It is asserted that these subgroups are based on cognitive performance 
and neuroanatomical patterns. An early diagnosis allows for the implementation of appropriate interventions 
for these subgroups (Wenzel et al. 2021). AI methods can be applied to data obtained from wearable devices to 
assess the severity of depression and to inform decisions regarding screening and treatment selection (Ahmed 
et al. 2022). The Mood Assessment Framework (Moodable) represents a significant advance in population-level 
mental health screening, offering immediate depression and suicide risk assessment based on retrospectively 
collected smartphone data (Dogrucu et al. 2020). 

The advent of digital phenotyping has facilitated the acquisition of comprehensive, real-time, continuous, and 
non-invasive data about clients' daily lives. Information can be gathered from the subject using smartphones 
and wearable devices, encompassing self-report data and behavioural and physiological data. Such data may be 
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monitored remotely and supplemented with real-time feedback. AI-driven tools can inform diagnostic and 
treatment decisions based on the aforementioned data. The utilisation of smartphones and wearable sensors 
can facilitate access to a plethora of real-time data that is typically beyond the reach of clinicians. The data may 
be collected continuously and non-invasively and may include a range of indicators, such as sleep patterns, 
exercise routines, stress levels, geographic location, cell phone use, social interaction, fatigue, and mood. AI-
driven diagnostic tools have the potential to integrate this data with traditional sources, thus facilitating more 
accurate and comprehensive diagnoses (Roberts et al. 2018). The application of digital phenotyping 
methodologies provides novel opportunities for the surveillance of patients within the mental health field. 
Transformations in movement or mobile usage have the potential to reflect mood changes that may serve as 
pre-symptoms of an impending crisis (Meyerhoff et al. 2021). Moreover, digital phenotyping can facilitate the 
monitoring of medication adherence and the identification of efficacious pharmacological agents. The 
presentation of behavioural data can assist clinicians in guiding clients and providing feedback that increases 
motivation, thus enabling the setting of goals and encouraging engagement in the treatment process. Despite 
the growing importance of digital phenotyping in mental health, there remains a paucity of validated and 
applicable e-tools (Roberts et al. 2018). Wearable AI technologies have the potential to detect anxiety and 
depression, however, they are not yet sufficiently developed for clinical use (Abd-Alzaraq et al. 2023). 

The assertion that digital data can be objective and unbiased is challenged by some experts, who emphasise the 
necessity of addressing the ethical and practical challenges associated with digital phenotyping (Birk and Samuel 
2022, Moura et al. 2023). The passive collection of smartphone data has the potential to facilitate the monitoring 
of schizophrenia patients, identify warning signs of relapse in real time, provide support for early intervention, 
and improve client outcomes (Barnett et al. 2018). It is feasible to evaluate the severity of depression through 
the use of wearable devices. The use of sensors in smartphones and wearable devices for mobile sensing can infer 
behavioural signs of depression and provide a potential objective method for assessing depression severity 
(Lamichhane et al. 2024). 

Artificial Intelligence and Prognosis 

The advancement of AI presents a substantial opportunity for anticipating client outcomes and administering 
tailored preventive treatments. This progress offers the potential for the development of AI-driven prognostic 
tools capable of anticipating a range of individual outcomes, including symptom severity, changes in daily 
functioning and quality of life, the occurrence of relapses or remissions, and transitions (for example, from 
psychosis to remission). These developments facilitate the creation of prognostic tools and treatments designed 
to predict individual outcomes. AI has been demonstrated to be capable of predicting cognitive impairment and 
the development of Alzheimer's disease (Arbabshirani et al. 2017).  The PRONIA project is a multidisciplinary 
European study that applies AI to clinical, cognitive, and neuroimaging data on patients with new-onset 
psychosis. The project's findings demonstrate that the utilisation of multimodal data and AI facilitates the 
prediction of treatment outcomes and the optimisation of individualised treatment decisions (Koutsouleris et 
al. 2021). Moreover, an AI-based tool for forecasting the functional consequences of psychotic episodes was 
devised and validated using routine client data (Koutsouleris et al. 2018). Recent studies have extended this 
model to include environmental factors. Moreover, the incorporation of AI models that predict the transition to 
psychosis by integrating clinical and biological data has notably reduced the false negative rate of clinical 
predictions, which has been shown to exceed 15% (Koutsouleris et al. 2021). 

Additionally, AI has the potential to serve as a valuable tool in suicide prevention initiatives. The preliminary 
findings of the research indicate that AI-based tools demonstrate superior performance compared to existing 
models. These tools have been demonstrated to effectively identify individuals who are at high risk of suicide 
(Roy et al. 2020). Notably, neural network models have demonstrated efficacy in detecting suicide risk through 
the analysis of publicly accessible social media data. Additionally, AI can assist clinicians in making treatment 
decisions for individuals with suicidal tendencies. The capacity for continuous risk assessment and real-time 
monitoring enables these tools to facilitate rapid intervention for individuals at risk. 

Artificial Intelligence and the Psychotherapy Process 

The implementation of individualized treatment plans has the potential to enhance the selection of appropriate 
treatment modalities based on the unique characteristics and needs of the individual, as opposed to the use of 
group-specific treatment approaches. This can optimise the treatment process and ensure the most efficient use 
of resources. The application of AI can enhance the process of selecting appropriate treatments by facilitating a 
deeper comprehension of the intricate interrelationships between biological, genetic, behavioural, personality, 
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social and environmental factors (Bzdok and Meyer 2018). A clinical decision tool should incorporate factors 
such as risks, side effects, treatment resistance, time, and cost (Dwyer et al. 2018). The application of AI to the 
field of medicine has demonstrated the potential of big data sources to inform treatment decisions. 
Nevertheless, further research is required. In their study, Sajjardian et al. (2021) investigated the reproducibility 
of results produced by AI. A further study assessing the potential of AI applications in the treatment of 
depression revealed that studies of superior quality exhibited reduced accuracy, and the findings were not 
independently replicated. Furthermore, it has been demonstrated that the utilisation of AI, based on an array of 
genetic, clinical and demographic factors, can facilitate the attainment of more accurate results in the selection 
of antidepressant medications (Taliaz et al. 2021). In order to provide therapists with additional support in their 
clinical decision-making, a combination of AI and traditional techniques was employed in order to develop a 
treatment selection algorithm. This algorithm recommends either CBT or psychodynamic therapy, based on the 
pre-treatment characteristics of the patient (Schwartz et al. 2021). It has been demonstrated that the efficacy of 
cognitive behavioural therapy for social anxiety disorder can be predicted (Ashar et al. 2021). These studies 
illustrate the potential applications of AI in treatment decision-making, yet further research and evaluation are 
required. 

Chatbots are AI-powered tools that can encourage individuals to seek assistance for psychiatric and psychological 
disorders by offering anonymous and impartial support. Additionally, they can facilitate self-care and help 
address the increasing demand for mental health services. This could be of particular benefit to younger people 
and those who are difficult to reach. Chatbots are tools that employ machine learning and AI to simulate human 
communication. Such applications can be accessed via voice or text and are compatible with mobile devices, 
computers, and smart speakers. Examples of such chatbots include Tess (a mental health chatbot that provides 
on-demand, affordable and quality emotional support to improve mental health and resilience), and Wysa (a 
chatbot that responds to expressed emotions and uses evidence-based CBT, dialectical behaviour therapy (DBT), 
meditation, breathing, and yoga). Many chatbots are currently being used in the delivery of mental health 
services, with the objective of reducing psychological symptoms or improving wellbeing by increasing self-
awareness (Bendig et al.). This is achieved through the use of AI-based services such as Yoga, which employs 
motivational interviewing and micro-actions to help users improve their mental resilience skills and feel better. 
(Bendig et al. 2022). Furthermore, they have the potential to provide additional therapeutic interventions 
(Bendig et al. 2022). 

Chatbots offer a number of advantages in the field of mental health. Chatbots offer significant benefits, 
including 24/7 accessibility, the provision of support beyond the scope of traditional face-to-face sessions, and 
the ability to respond to the growing demand for accessible mental health services. Moreover, chatbots have the 
potential to mitigate feelings of stigma and enhance motivation to seek assistance by providing anonymous and 
non-judgemental support. Research has indicated that some individuals may be more at ease conversing with a 
computer than with a clinician (Lucas et al. 2017). Chatbots may prove to be a particularly valuable source of 
support for groups such as young people and those who are difficult to reach, given that technology offers greater 
acceptance and convenience. 

Moreover, chatbots have the potential to assist operators of mental health services. In a hybrid model, however, 
a chatbot service is combined with a real-life service, with the aim of improving quality and reducing service time 
while also minimising some of the risks associated with an automated system. The extant evidence on chatbots 
is inconclusive. A meta-analytic review revealed that an insufficient number of studies, risk of bias and 
conflicting findings represent some of the main limitations (Abd-Alzaraq et al. 2020). Nevertheless, some 
favourable outcomes have been observed with regard to personalisation, empathic responses and the efficacy of 
long-term interaction (He et al. 2023). The user experience of chatbots has been found to be largely associated 
with the quality of the personal therapy relationship, content engagement, and effective communication (Li et 
al. 2023). However, technical issues include the misinterpretation of emotional expressions, while ethical issues 
include concerns pertaining to privacy and data security (Coghlan et al. 2023). 

Additionally, there is a potential for an overreliance on chatbots, which may ultimately diminish the significance 
of human interaction. The use of chatbots has the potential to create a blurring of the boundaries between reality 
and fiction. This is of particular concern for groups susceptible to emotional transference or other negative 
outcomes, as evidenced by Fiske et al. (2019). It is crucial to implement human oversight and regulation of 
chatbot interactions as a strategy to enhance the efficacy of chatbots. In the context of mental health, there are 
several practical examples that illustrate this point. In a study conducted by Shah et al. (2022), a chatbot was 
developed and evaluated in conjunction with online eating disorder treatment, with the aim of enhancing 
treatment motivation. The chatbot prototype, Alex, was enhanced through the incorporation of user feedback, 
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and participants provided favourable responses. The study conducted by Shah et al. (2022) offers preliminary 
evidence of the potential of chatbots to facilitate the utilisation of services among individuals with eating 
disorders. In a study conducted by Fitzpatrick et al. (2017), a self-help program called Woebot, a text-based 
conversational agent, was employed to reduce symptoms of depression and anxiety among college students, with 
successful results. The objective of this study was to ascertain the viability, acceptability and efficacy of utilising 
a conversational agent to facilitate the delivery of a self-help programme for university students. The results 
indicate that conversational agents are an effective method of delivering self-help programmes (Fitzpatrick et 
al. 2017). Giguère et al. (2023) demonstrated the short-term efficacy of an avatar intervention for the treatment 
of cannabis use disorder. The intervention is delivered via virtual reality techniques and motivational 
interviewing, thereby enabling participants to practise these techniques in real time. The aforementioned 
examples illustrate the efficacy of chatbots in the context of mental health. 

Electronic health records (EHRs) can be employed to construct predictive models for suicide risk (Su et al. 2020). 
The utilisation of EHRs in the development of clinical risk prediction models is becoming increasingly prevalent 
in clinical practice. In light of the recent surge in suicide rates, it has become imperative to gain insight into, 
anticipate, and avert suicide risk. Bayramlı et al. (2022) conducted a comparative analysis of the predictive 
efficacy of structured and unstructured EHR data in predicting suicide risk with the aid of electronic health 
records and clinical risk prediction models. Their findings revealed that models trained on structured data, 
including the Nai and Bayes Classifier and Random Forest models, demonstrated superior performance 
compared to their unstructured counterparts. The identification of feature pairs and utilisation of this 
framework has the potential to enhance clinical modelling endeavours.  

The application of machine learning (ML) models facilitates the identification of high-risk individuals within 
vulnerable communities (Rozek et al. 2020). Mental health is a state of emotional, psychological, and social well-
being, influencing our thoughts, feelings, and behaviour. The advent of the SARS-CoV-2 pandemic has 
precipitated a surge in demand for mental health services, with the emergence of a plethora of novel 
psychological disorders associated with the pandemic. Nevertheless, a significant proportion of the population 
is unable to access timely assistance due to financial constraints and a shortage of available therapists. Attempts 
are being made to enhance the prediction, diagnosis and treatment of psychological disorders through the 
utilisation of machine learning. This approach has the potential to facilitate the delivery of more precise and 
personalised mental health services. Furthermore, machine learning is being employed in other domains of 
psychology. For instance, it is employed in the context of recruitment and job interviews within organisational 
settings, facilitating the identification of personality types. Furthermore, machine learning is employed in the 
field of cognitive science with the objective of enhancing comprehension of mental processes (Fitzpatrick et al. 
2017). 

The subsequent stages of this initiative will entail the formulation of clinical directives and the undertaking of 
external verification. In a recent study, an NLP-based system was trained and deployed with the objective of 
improving response times to callers in crisis accessing a national crisis helpline (Swaminathan et al. 2023). 
Suicidal Ideation Detection Visual Interactive Systems (SIDVis) is an interactive visual dashboard designed to 
detect suicidal ideation from social media data and provide proactive interventions and support. Suicide is a 
global phenomenon that necessitates an examination of the underlying factors, including mental illness, 
substance abuse, financial stress, and trauma. To address this problem, it is essential to identify individuals at 
risk and implement preventative measures. Nevertheless, the detection of suicidal thoughts can prove 
challenging. It would appear that research in this field has not devoted sufficient attention to the development 
of visually interpretable and interactive systems. Islam et al. (2023) enhance the detection of suicidal thoughts 
through the utilisation of deep learning and machine learning techniques, thereby contributing to the 
development of responsible AI. To this end, an interactive visualisation system, designated SIDVis, is employed. 
The comprehensive assessment demonstrates that SIDVis exhibits superior performance compared to existing 
methodologies and holds promise for enhancing suicidal ideation and intervention strategies (Islam et al. 2023). 
It is hoped that these findings will contribute to improvements in suicide prevention and assistance services. 

The implementation of AI-based practice management tools has the potential to enhance the quality of service 
provided, boost productivity, and curtail the financial outlay associated with clinic management. Otter.ai is an 
automated tool designed to facilitate the generation of meeting notes and transcription of real-time 
communications. Heidi is a computerised medical printer. PatientNotes is an automated clinical note-taking 
tool. Such tools facilitate the streamlining of administrative processes, including those pertaining to 
appointment scheduling, billing, and electronic health records. This enables clinicians to devote more attention 
to direct patient care and complex tasks (CoieraveLiu 2022). 
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Moreover, large language models (LLMs) can be utilised on digital printers to generate summaries of health 
records by listening to clinicians' speech. AI tools have the capacity to incorporate the objectives of clients and 
pertinent elements from preceding sessions into future treatment plans, thereby facilitating the continuity of 
care. Such tools have the potential to benefit both clients and clinicians alike, facilitating enhanced decision-
making processes. The field of machine learning and AI has seen rapid evolution, with the development of 
numerous AI-based practice management tools that are now widely available in clinical practice. AI tools have 
the capacity to import pertinent elements from preceding sessions, including assignments, assessments, and 
clients' goals, into future treatment plans and subsequent documentation. This can facilitate the maintenance 
of treatment continuity, ensure the accuracy of treatment fidelity, and enhance the organisation of sessions and 
agenda setting (Biswas and Talukdar 2024). There are now accessible and user-friendly tools, such as Dovetail, 
which facilitate the recording of clients' engagement in interventions and their reactions to clinical 
presentations and communication. Such tools are capable of generating and analysing session feedback 
summaries based on verbal data obtained from sessions, thereby facilitating self-reflection and the potential for 
clinical practice adjustments among clinicians. 

Notable examples of such tools include Clinicalnotes.ai, which has been developed as a platform with the capacity 
to comprehend the clinical context and to personalise automated documentation. Dovetail is a tool designed to 
facilitate the conversion of data into actionable insights, thereby streamlining the process of turning data into 
work. Additionally, WhyHive is a user-friendly natural language processing (NLP) data analysis tool. AI-based 
tools are capable of analysing intricate patterns within client data, facilitating the dissemination of novel and 
innovative clinical research on a range of topics, including interventions, therapeutic modalities, group 
programmes and more. 

Artificial Intelligence and Empathy 

Following an analysis of 43 definitions, Cuff et al. (2016) defined empathy as "an emotional response resulting 
from the interaction between an individual's trait capacities and the situational context." Although empathic 
processes occur spontaneously, they are also subject to control processes. Empathy manifests in three distinct 
forms: emotional, cognitive, and compassionate empathy. Emotional empathy refers to the capacity to reflect 
the emotional states of others, whereas cognitive empathy pertains to the ability to comprehend these emotional 
states. These various forms of empathy have been the subject of investigation with a view to enhancing empathy 
between individuals (Raamkumar and Yang 2022). Computational modelling of empathy represents a valuable 
tool for enhancing our comprehension of human relationships. Empathy modelling studies have employed 
computational and theoretical approaches to investigate emotional communication competence, emotion 
regulation, and cognitive mechanisms. The specific manifestations of empathic behaviours are contingent upon 
a number of factors, including projection, emotional matching, empathic concern, consolation, altruistic 
assistance, and perspective-taking (Teding van Berkhout and Malouff 2016). 

There is a growing interest in the field of AI in the development of empathetic AI systems (Raamkumar and Yang 
2022). However, empathy is frequently inadequately represented through proxy data such as facial expressions, 
voice signals, and gestures, without sufficient consideration of the multifaceted nature of empathy and its 
subjective conceptualisation (Stark and Hoey 2021). Such systems may result in the formation of biased 
judgments due to the exclusion of the broader social context surrounding the issue in question. This limitation 
can be attributed to a lack of comprehension of the interdependence between empathy and accountability. 
Despite the substantial body of research on empathy and responsibility in AI, these concepts have frequently 
been examined in isolation, without fully acknowledging their intrinsic interdependence. A growing body of 
research in the social sciences, organisation studies and psychology suggests that greater accountability can be 
achieved by regulating empathy (Blader and Rothman 2014). 

The regulation of empathy acknowledges the existence of individual differences in emotional responses and 
perspectives, as well as the influence of broader social contexts on any given problem. This indicates that data 
derived from non-specific sources, such as facial expressions and gestures, are inadequate indicators of empathy. 
It is therefore necessary to elucidate the function of empathy in the context of accountability in AI. The 
incorporation of empathy facilitates the realisation that accountability is inherently a social-technical challenge, 
rather than a purely technical one. It is hypothesised that the integration of empathy into the design of AI 
systems could enhance accountability and address some of the challenges associated with AI accountability 
(Srinivasan and González 2022). 
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Ethical and Legal Issues 

A plethora of mental health applications are currently available for a variety of purposes. These practices are 
designed to facilitate a range of outcomes, including emotional regulation, enhancement of well-being, 
cultivation of mindfulness, and monitoring of mood. However, the level of regulation of these practices is low, 
and the efficacy of not all mental health practices is established. Such practices include monitoring, mindfulness 
and meditation exercises, CBT-based treatments, and peer support. Mental health apps can facilitate access to 
mental health services, particularly for individuals lacking the requisite resources or ability to engage with a 
therapist. The majority of users have indicated that they find these apps to be useful. The factors influencing 
user satisfaction include usability, personalised content, privacy and security, perceived effectiveness, and client 
support (Oyebode et al. 2020). In the context of a traditional therapeutic relationship, there are clear ethical 
obligations to protect the client. However, in the case of online mental health applications, these obligations are 
less clear. This gives rise to concerns regarding safety and privacy (Martinez and Kreitmair 2018). Furthermore, 
there is a paucity of evidence regarding the efficacy of mental health practices (Eisenstadt et al. 2021). In a study 
of 28 popular mental health apps, only five were found to have empirical support (Wang et al. 2020). Refresh is 
an application-based, non-directive sleep intervention. The WeClick app is designed to enhance well-being and 
encourage help-seeking behaviours among Australian adolescents by fostering positive relationships.    

The objective of the Made4Me Program is to furnish users with information and assistance in managing 
symptoms through a self-paced course based on CBT. Furthermore, users are able to access therapist support via 
digital platforms. It is incumbent upon clinicians to discuss with their clients the reliability, features, cost, and 
confidentiality of the app in question. It is similarly vital to ensure the provision of the requisite support and 
ongoing guidance. In the absence of regulatory oversight, it is imperative to address ethical considerations such 
as accountability and the protection of individuals undergoing therapy. Further research and regulatory 
measures are required to enhance the efficacy and reach of online mental health applications. 

AI may assist therapists in achieving a balance between the need to treat a greater number of individuals and 
the desire to spend less time with each of them. It is essential to monitor this carefully in order to ensure the 
provision of effective psychotherapy without compromising the quality of the client-therapist relationship. 
From a perspective of justice and care, the incorporation of AI into psychotherapy should be guided by the 
objective of fulfilling the right to autonomy and meeting the needs of vulnerable individuals. Nevertheless, it is 
imperative to consider care principles such as constant supervision, reassurance, prevention of risk of harm, and 
empathy. Let us posit that AI is integrated into psychotherapy in a manner that does not infringe upon the 
autonomy of the individual. In such a scenario, the objective would be to provide suitable therapy for all 
individuals experiencing mental health issues, while upholding the principle of equality with vulnerable groups. 
This supplementary methodology can facilitate the assurance of ethical and compassionate conduct with regard 
to AI. In instances where psychotherapy is not readily accessible, AI tools can facilitate increased access and 
reinforce the quality of care relationships. It is imperative that AI tools are designed in a manner that precludes 
any form of discriminatory practice and is responsive to the diverse needs of users (Roa et al. 2021). 

The utilisation of AI in the field of mental healthcare presents a duality of advantages and ethical and social 
challenges. From a moral standpoint, embodied AI offers a number of advantages, including the potential to 
provide novel treatment modalities, engage populations that are difficult to reach, elicit more positive patient 
responses, and free up clinician time. However, there are also overarching ethical issues and concerns that 
require consideration, including the prevention of harm, questions of data ethics, the potential for the misuse 
of technologies, and the risk of exacerbating health inequalities. Furthermore, specific challenges must be 
addressed, including the risk assessment of embodied AI applications, the respect of patient autonomy, the 
transparency of algorithms, and the long-term impacts (Fiske et al. 2019). 

Future Perspectives 

Furthermore, AI has the potential to be a transformative force in the field of mental health. The application of 
AI to mental health has the potential to effect transformative change in a number of areas, including the early 
diagnosis of mental health issues, the creation of personalised treatment plans and the development of AI-
powered virtual therapists. However, these advances also give rise to a number of ethical challenges, including 
those related to privacy, the mitigation of bias, and the role of the human element. In order to ensure the 
responsible development of AI in mental health, it is essential to prioritise work in key areas such as the 
establishment of transparent regulatory frameworks, the validation of AI models and the continuous 
advancement of research and development. The integration of AI into the field of mental health is a promising 
area of research, but the challenges associated with this endeavour are also multifaceted. It is of the utmost 



Psikiyatride Güncel Yaklaşımlar-Current Approaches in Psychiatry   656 

 

importance to establish robust regulatory frameworks, ensure model validation and transparency, and invest in 
continuous research and development. It is imperative that these measures be implemented so that AI can play 
a pivotal role in enhancing the quality of mental health services and ensuring greater accessibility, practicality, 
and ethicality. It is similarly crucial to validate and ensure transparency regarding the AI models employed in 
clinical settings (Olawade et al. 2024). 

The potential of AI models to support and automate psychotherapy is considerable, however, their use in a field 
such as clinical psychology is fraught with risk. Large language models represent a technology with the potential 
to facilitate and, in certain instances, even supplant psychotherapy. Nevertheless, concerns have been raised 
regarding the potential for harm, given the current lack of oversight and understanding of their use in the clinical 
field. Furthermore, it is imperative that the utilisation of large language models in psychotherapy is meticulously 
supervised and employed in a responsible and ethical manner, with the objective of safeguarding the well-being 
of patients (Stade et al. 2024). 

Conclusion 

AI therapy is a service that employs sophisticated and comprehensive data to assist individuals on their mental 
health journey. The provision of AI therapy is frequently conducted via online platforms and mobile applications, 
thereby enhancing the accessibility of mental health assistance. The majority of AI therapy programmes are 
based on CBT or other established therapeutic approaches. The availability of AI-based mental health services is 
not constrained by geographical or temporal boundaries. These services are accessible 24 hours a day, seven days 
a week, offering counselling support. The AI therapy system analyses the input provided by the user and offers 
supportive, informative, and therapeutic responses. In this way, it provides a service that is not feasible for 
therapists in practice. The use of AI in mental health therapy provides a convenient and accessible avenue for 
individuals to obtain assistance, leveraging the advantages of modern technology. For individuals who are unable 
to access mental health services and are reluctant to engage in face-to-face psychotherapy, AI-based 
psychotherapy may offer a viable alternative (Bickman 2020). The application of AI has the potential to enhance 
the accuracy and efficacy of psychiatric and psychological disorder diagnosis and treatment. Furthermore, AI-
based psychotherapy can facilitate remote access. 

As a result of advances in AI, the utilisation of biological, demographic, clinical, and other forms of data can 
assume a significant role in the diagnosis, prognosis, and treatment of individuals with psychiatric and 
psychological disorders. Such an approach could facilitate more accurate assessment, stratification, and 
assignment of clients to the most appropriate treatment. Furthermore, this approach could enable therapists to 
utilise their time more efficiently, thereby allowing them to serve a greater number of clients. This could result 
in a reduction in waiting times and an improvement in clinical outcomes. It is therefore hypothesised that this 
novel approach may yield individual, economic and social benefits. The role of AI in therapeutic applications 
within the field of mental health services is becoming increasingly significant. While AI offers cost-effectiveness 
and accessibility, it may also pose a risk to human well-being and trust. AI may play a significant role in the 
diagnosis of psychiatric and psychological disorders, particularly for certain client groups.  

Consequently, AI is rapidly becoming an effective tool in fulfilling numerous tasks in healthcare settings that 
were previously regarded as the domain of humans (Minerva and Giubilini 2023). Nevertheless, it is not 
anticipated that AI will entirely supplant the role of human therapists. AI offers a cost-effective solution within 
the mental health system, providing support to those who would otherwise be unable to access traditional forms 
of treatment. Furthermore, developments in tools and technology can facilitate enhancements and reinforce the 
provision of client care, although they are not intended to supplant the role of human mental health 
professionals. In light of the growing importance of AI in mental health services, it is imperative that counsellors 
possess a comprehensive understanding of the AI tools that are becoming increasingly prevalent in this field. 
Such innovations have the potential to enhance the standard and accessibility of mental health services by 
augmenting existing practices to provide more effective support to clients. Although the utilisation of AI in 
psychotherapy presents advantages in terms of accessibility and efficacy, it is imperative to acknowledge the 
constraints of algorithmic decision-making and to adhere to the ethical boundaries that govern such practices. 
It is essential to maintain a human touch while leveraging the advantages of technology. 
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